In this paper, an auditory filtering based microphone array post-filter is proposed to enhance the quality of the output signal. By using a gammatone filterbank to band pass each input of the array, the input signals are decomposed into a two-dimensional T-F representation. Then, for each auditory filter channel, the post-filter’s coefficients are estimated in each frame using the decomposed multi-channel input signals. Followed by the post-filtering and synthesis processing, the enhanced speech with better quality is acquired. Systematical evaluations on the CMU microphone array database prove that the proposed method could improve not only the noise reduction measure but also the speech quality measures.
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1. INTRODUCTION
Microphone array permits distant, hands-free signal acquisition. It has the ability to suppress interfering signals coming from undesired directions by providing spatial filtering to the sound field. The researches on microphone arrays would greatly facilitate many applications, such as speech enhancement, source localization and so on. In recent years, many microphone array based speech enhancement techniques have been proposed [1]-[4]. Since the desired speech signal has an extremely wide bandwidth relative to its center frequency, conventional narrowband techniques can not be applied directly to microphone array signal processing. Thus, short time Fourier transform (STFT) is employed in most of the microphone array speech enhancement methods and the objective of the processing is always concentrated on improving the signal to noise ratio (SNR) at the output. However, researches on the human perception have proved that the responses of human auditory system to different frequencies do not have the same characteristics with STFT. Moreover, a higher SNR does not mean a higher speech quality. Considering the facts described above, in this paper, we attempt to introduce auditory filter, one of the main achievements of auditory perception researches, into the microphone array speech enhancement to further improve the speech quality of the output signal. For convenience, we only focus on the post-filter technique, which is one of the most typical methods in microphone array speech enhancement.

The organization of this paper is as follows: Section 2 gives a brief review of the theoretical basis of microphone array post-filtering. Section 3 explains the proposed speech enhancement method based on auditory filtering in detail. In Section 4, the performance of the proposed method is systematically evaluated with CMU multi-channel noisy office recordings. Finally, a conclusion is given in Section 5.

2. THEORETICAL FRAMEWORK OF MICROPHONE ARRAY POST-FILTER
In microphone array processing, the received multi-channel inputs are modeled as the desired signal filtered by the acoustic path to each microphone, plus an additive noise component on each channel. That is (omitting the frequency dependence for clarity)

\[ x' = sd + n' \] (1)

where \( s \) is the desired signal, \( d \) is the propagation vector of the signal source

\[ d = [d_1, d_2, \ldots, d_N]^T \] (2)

and \( n' \) is similarly the vector of additive noise signals

\[ n' = [n'_1, n'_2, \ldots, n'_N]^T \] (3)

where \( N \) is the number of sensors in the array. It has been demonstrated that, with this model, the optimal broadband Minimum Mean Square Error (MMSE) filter solution (that is, the multi-channel Wiener filter) can be factorized into a classical Minimum Variance Distortionless Response (MVDR) beamformer followed by a single-channel Wiener post-filter [2], that is

\[ W_{opt} = \frac{\Phi_{ss}}{\Phi_{ss} + \Phi_{nn}} \Phi_{nd} d^T \] (4)

where \( W_{opt} \) is the vector of optimal filter coefficients, \( \Phi_{ss} \) and \( \Phi_{nn} \) are the (single-channel) signal and noise auto-spectral density vectors respectively, and \( \Phi_{nd} \) is the (multi-channel) noise cross-spectral matrix. The bracketed factor in eq.(4) corresponds to a single-channel Wiener filter, while the remaining corresponds to a MVDR beamformer [2].
Based on the above equation, an optimal array processing structure could be constructed. The transfer function of the single-channel Wiener post-filter is typically estimated from the aligned multi-channel inputs. The MVDR beamformer first maximizes the directivity of the array response, and then the post-filter further enhances the output broadband SNR. Therefore, the key problem is how to estimate the bracketed factor in eq.(4).

3. MICROPHONE ARRAY POST-FILTER BASED ON AUDITORY FILTERING

3.1. Overview

Figure 1 shows the structure of the proposed auditory filtering based microphone array post-filter. It is constructed according to the theoretical basis of the post-filter. From Figure 1 we can easily find that the proposed structure is similar with the Zelinsiki post-filter [1]. The proposed structure consists of five stages. First, the multi-channel input signals pass through the time alignment module to account for the effect of the propagation. Second, the channel input signals pass through the time alignment module. Thus, the signals at the output of the time alignment can be formulated as

\[ X = S + N \] (5)

where \( N \) is the noise signal vector after time alignment for the desired signal.

3.2. Time alignment

According to Figure 1, the input signals are first scaled and aligned to account for the effect of the propagation vector \( d \) at the time alignment module. Thus, the signals at the output of the time alignment can be formulated as

\[ x = s + n \] (6)

where \( n \) is the noise signal vector after time alignment for the desired signal.

3.3. Auditory filter

Different from the general microphone array based speech enhancement method, in this paper, an auditory filterbank is used to pre-processing every input signal instead of STFT. The auditory filterbank here used is the gammatone filterbank [6], which is a standard model of cochlear filtering simulating the function of basilar membrane. The impulse response of a gammatone filter is:

\[ g(t) = \begin{cases} \frac{-2 \pi}{l^2} \exp(-2\pi b t) \cos(2\pi f t), & t \geq 0 \\ 0, & \text{else} \end{cases} \] (7)

where \( l = 4 \) is the order, \( b \) is the equivalent rectangular bandwidth, and \( f \) is the center frequency of the filter.

In implementation, a 128-channel gammatone filterbank whose center frequencies are quasi-logarithmically spaced from 80 to 7000 Hz is adopted to filter the input signal (whose sampling frequency is 16 kHz) of each sensor. Then, the output of each filter channel is divided into frames of 400 samples (25ms) with overlap of 300 samples (19ms) between consecutive frames.

Note that, by above processing, the input signals are decomposed into two-dimensional T-F representations. It is different from the STFT processing. First, in each filter channel, the output is a time domain signal having the same length with the original input, which offers the opportunity to execute the MVDR beamforming and estimate the post-filter’s coefficients in the time-domain instead of the frequency domain. Second, the output in each filter channel could be approximately treated as a “narrow-band” signal (especially in the low-frequency channel, higher frequency resolution can be obtained), which makes it possible to directly introduce the narrow-band signal processing methods to speech signal processing. In this paper, we only concentrate on the former one. The value of auditory filtering on introducing the narrow-band signal processing methods to wideband signal will be studied in the future.

3.4. MVDR beamformer

In section 3.3 we have described that, the output of each filter channel is a time-domain signal having the same length with the original input. Therefore, it is easy to fulfill the MVDR beamformer in each filter channel in the time-domain directly, which could be formulated as (omitting the time dependence for clarity):

\[ x(c,m) = \frac{1}{N} \sum_{i=1}^{N} \bar{x}_i(c,m), \ c \in \{0,1,\cdots 127\} \] (8)

where \( c \) is the channel number of the auditory filter, \( m \) is the frame number, \( x(c,m) \) is the output of the MVDR beamformer in the \( m \)th frame, \( c \)th gammatone filter; and \( x_i(c,m) \) is the aligned signal of the \( i \)th sensor filtered by the \( c \)th gammatone filter.

3.5. Post-filter

3.5.1. Estimation of the Post-filter coefficients

For a certain frame \( m \), the auto- and cross-correlation of the aligned signals on sensors \( i \) and \( j \) in the \( c \)th filter channel can be calculated as

\[ R_{x_i x_j}(0,c,m) = R_{x_i}(0,c,m) + R_{x_j}(0,c,m) + 2R_{x_i x_j}(0,c,m) \] (9)
and \( R_{x_i x_j}(0; c, m) = R_{x_i}(0; c, m) + R_{x_j}(0; c, m) \,+ R_{m_i}(0; c, m) + R_{m_j}(0; c, m) \) (9)

where \( R_{x_i}(0; c, m) = E\{y_{x,i}(t) z_{x,i}(t)\} \).

Based on the assumptions that
1) both the signal and the noise have zero averages \((E[x] = 0, E[n] = 0, \forall i)\);
2) the signal and noise are uncorrelated \((R_{x_i}(0; c, m) = 0, \forall i)\);
3) the noise auto-correlation is the same on all sensors \((R_{m_i}(0; c, m) = R_{m_j}(0; c, m), \forall i)\);
4) the noise between sensors is uncorrelated \((R_{m_i m_j}(0; c, m) = 0, \forall i \neq j)\).

Therefore the coefficients of the post-filter can be estimated as:

\[ h(c, m) = \frac{R_{x_i}(0; c, m)}{R_{x_i}(0; c, m) + R_{m_i}(0; c, m)} \] (13)

By averaging the correlations over all possible sensor combinations, this estimate can be made more robust. According to this, the coefficients of the post-filter can be estimate as

\[ h(c, m) = \left[ \frac{2}{N(N-1)} \sum_{n=1}^{N} \sum_{j=1}^{N} \hat{R}_{x_i}(0; c, m) \right] \] (14)

In practice, the noise field does not always satisfy the assumption that the noise between sensors is uncorrelated. In addition, the estimate can contain negative values over a wide frequency range. Applying this estimated filter to the output signal of the conventional beamformer may result in a severe distorted output signal. To solve this problem, we take the modulus of the spatial cross power densities:

\[ h(c, m) = \left[ \frac{2}{N(N-1)} \sum_{n=1}^{N} \sum_{j=1}^{N} \hat{R}_{x_i}(0; c, m) \right] \] (15)

### 3.5.2. Wiener post-filtering

Having estimated the filter coefficient for a certain frame in channel \( c \) as eq.(15), the Wiener post-filtering could be implemented by multiplying every sample in that frame by the estimated coefficient, which can be formulated as:

\[ x_{post}(c, m) = h(c, m) \cdot x(c, m) \, c \in \{0,1,\cdots,127\} \] (16)

### 3.6. Synthesis

After the post-filter is finished, a speech waveform could be synthesized according to the method proposed by Weintraub. More details about the synthesis can be referred to [5].

### 4. EVALUATIONS

In this section, the effectiveness of the proposed post-filter method is evaluated on a standard microphone array database. Comparisons with some other multi-channel noise reduction techniques, including the MVDR beamformer, the Zelinski post-filter and the MVDR beamformer in the proposed method are also provided.

#### 4.1. Evaluation corpus

The standard corpus used for the evaluations is the CMU microphone array database [8]. The corpus consists of 130 utterances, 10 speakers of 13 utterances each. All the recordings were collected by a linear microphone array with 8 sensors spaced 7 cm apart, at a sampling rate of 16 kHz. The array was placed on a desk and the subject sat directly in front of the array at a distance of 1 meter from the center. For each array recording, a close-talking control signal corresponding to clean speech is provided.

#### 4.2. Evaluation measures

In order to compare the proposed approach with the other multi-channel reduction methods, four different objective speech quality measures are utilized. The segmental SNR enhancement (SSNRE), which is the dB difference between the segmental SNRs of the enhanced output and the noisy inputs average, is utilized to evaluate the noise reduction, while the perceptual evaluation of speech quality (PESQ), the log-area-ratio distance (LAR) and the log-spectral distance (LSD), which are found to have a high correlation with the human perception, are adopted to assess the speech quality of the enhanced output signal [4]. Note that high values of the SSNRE and PESQ denote high speech quality, while low values of the LAR and LSD denote high quality.

#### 4.3. Evaluation results

Table 1 lists the SSNRE, PESQ, LAR and LSD results averaged across the entire database for all the studied enhancement algorithms and the noisy input at sensor 1 of the microphone array. From table 1, it can be seen that the
proposed speech enhancement methods outperform the traditional multi-channel methods since they consistently produce better results for both the noise reduction measures and the perceptual quality measures in the given database.

Table 1. Speech quality results of CMU database

<table>
<thead>
<tr>
<th></th>
<th>SSNRE</th>
<th>PESQ</th>
<th>LAR</th>
<th>LSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy</td>
<td>−2.39</td>
<td>9.73</td>
<td>3.64</td>
<td>5.04</td>
</tr>
<tr>
<td>MVDR</td>
<td>1.02</td>
<td>2.39</td>
<td>10.05</td>
<td>2.46</td>
</tr>
<tr>
<td>P_MVDR</td>
<td>3.34</td>
<td>2.65</td>
<td>8.10</td>
<td>1.71</td>
</tr>
<tr>
<td>PF</td>
<td>1.33</td>
<td>2.62</td>
<td>14.01</td>
<td>2.32</td>
</tr>
<tr>
<td>P_PF</td>
<td>3.76</td>
<td>2.65</td>
<td>11.85</td>
<td>1.60</td>
</tr>
</tbody>
</table>

Figure 2: Spectrograms for an utterance ‘r-e-w-y-8-56’.
(a) Original clean speech. (b) Noisy signal at sensor 1.
(c) MVDR output. (d) Zelinski post-filter output.
(e) Proposed MVDR output. (f) Proposed post-filter output.

Figure 3: Spectrograms for an utterance ‘r-e-w-y-8-56’.
(a) Original clean speech. (b) Noisy signal at sensor 1.
(c) MVDR output. (d) Zelinski post-filter output.
(e) Proposed MVDR output. (f) Proposed post-filter output.

In addition, we also present typical waveforms and spectrograms in Figure 2 and 3 respectively, for comparison between the clean signal, the noisy input at sensor 1 and the output signals of the studied multi-channel methods. From the figures, it can also be seen that the closest to the clean speech is that derived by the proposed approach.

5. CONCLUSIONS

In this paper, an auditory filtering based microphone array post-filter is proposed. Systematical evaluation results proved that the proposed microphone array post-filter method can achieve better speech quality than conventional methods. Moreover, the introducing of the processing of auditory filtering also makes it possible to employ the narrow-band array signal processing methods to solve the wideband speech problem, which shows a promising application prospect.
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