A Robust Acoustic Echo Canceller for Noisy Environment
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Abstract. A new acoustic echo cancellation method for noisy environment is proposed and a real-time system is built. Different from the conventional acoustic echo cancellers, the proposed has a novel structure and can remove the echo effectively at low SNR. In our system, the speech with stationary noise is processed in order to separate the echo from the noise before updating the adaptive filter which is used for echo cancellation. Robust speech detector is another crucial component in the system. A module called noise generator is used for the comfort and continuity of the speech in real applications. With efficient organization and combination, the system gets excellent performance and is evaluated by statistical experiments

1 Introduction

Acoustic echo canceller (AEC) has been a valuable topic for a long time. With the development of communication technology, acoustic echo cancellation became much more urgent. As one of the important parts of AEC, adaptive filter algorithm has been developed for decades. It is used to design a FIR filter to estimate the acoustic echo channel. Then the AEC system removes the estimation of the echo according to the FIR filter and input signal of the echo channel from the speech collected by microphone.

In the last few years, the adaptive filter in frequency domain [1][9][10] became a technical focus. Comparing with the algorithms in time domain, Partial Rank Algorithm (PRA) [6] for instance, filters in frequency domain reduce computational complexity using FFT, IFFT and multiplication in frequency domain called Overlap-Save method [9] instead of time-domain convolution and gradient correlation in PRA.

A basic frequency-domain adaptive filter algorithm called Frequency-Domain Adaptive Filter (FDFAF) [9] was introduced by John J. Shynk in 1992. But the FDFAF is not suitable for real-time echo cancellation systems. It appears that the FDFAF is computationally attractive only if the block length has the same order of magnitude as the filter length. In practice however, this leads to unacceptable input/output delays. The filter length is always very large in order to cover long acoustic echo delay. The delay is twice as long as the acoustic impulse response, i.e., 128ms when sampled at 8
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kHz. Another frequency-domain algorithm called the Partitioned Block Frequency-Domain Adaptive Filter (PBFDAF) [1] introduced by Koen Eneman, Marc Moonen in 2003 is applied in our system by splitting the adaptive filter coefficients into several parts. The $N$-tap adaptive filter is partitioned into $N/P$ segments. Each of segments of length $P$ is transformed to frequency domain. The Overlap-Save method in PBFDAF is the same as in FDAF, but the block size can be shorter than the length of filter which means shorter delay.

In recent years, wireless, hands-free, Internet protocol (IP) phones and vehicle communication systems become popular in which noise and echo exist simultaneously. The conventional adaptive filter has already got good performance in quiet environment. But in the noisy environment, the filter always can not estimate the echo channel accurately.

There are other problems for echo cancellation under noisy environment. The noise makes the performance of another component of AEC, the speech detector which is used to detect which side of conversation is speaking degrade. Meanwhile, the discomfort and uncontinuity of speech processed by conventional AEC systems become more visible because of the noisy background. In order to design a robust AEC for noisy environment, it is important to solve these problems as well as the robust adaptive filter.

In this paper, an integrated speech signal processing system is proposed based on the speech signal from one microphone. The base of this system is the improved frequency-domain adaptive filter. Additional, a noise generator (NG) module, a voice activity detection module and a robust speech detection module are necessary for different purposes.

The rest of the paper is organized as follows. In Section 2, an overview of the proposed system is illustrated and introduced. In Section 3, a novel adaptive filter algorithm is proposed. Section 4 explains speech detector and noise generator which are another two crucial components of the proposed system. The experiment result is presented in Section 5 and we will summarize our work in the last section.
2 System Overview

Fig. 1. illustrates the block scheme of the proposed. $Sin$ is the near-end input speech, collected through a microphone and $Sout$ is from far-end speaker and played by loudspeaker. $Sin$ contains not only the near-end speech, but also the echo and the environment noise such like car-noise in vehicle phone system.

In this system, the signal $Sin$ is firstly been processed by the improved adaptive filter. Inside the adaptive filter proposed, echo estimation could make the adaptive filter have good performance in nosy environment. The noise generator is used to send a stationary noise which is similar to the background for comfort and continuity of the speech. Speech detection [2][3][11] is another important technique which decides whether the adaptive filter should be used or the coefficients should be updated at the moment. The result of the detector is sent to the control unit which controls the behavior of both the adaptive filter and the noise generator. These three main parts will be explained in more details in the following sections.

Voice Activity Detection (VAD) is used in the system for 3 purposes. Firstly, the result of VAD is used to estimate the noise spectrum for echo estimation in the adaptive filter. Secondly, it is used for the estimation of the noise energy in speech detector. It also helps the noise generator choose correct moment to do the LPC analysis of the noise. In our system, the sliding filter endpoint detection algorithm [4] is used because of its excellent performance at various noise levels. To embed the algorithm into real-time system, some modification is needed.
3 Improved PBFDAF

Basic variables are assumed as following:

- $x$  Far-end speech, sent to the near-end speaker.
- $d$  Near-end speech, obtained from microphone.
- $w$  The coefficient of the FIR filter.
- $N$  The length of the FIR filter.

Lower letters are used for time-domain samples, lower bold face letters for time-domain column vectors, upper letters for matrices, and upper bold face letters for frequency-domain column vectors.

Traditional adaptive filters assume that the signal collected from the microphone only includes the near-end speech and the echo of the far-end speech. Therefore they can not converge and follow the change of echo channel under noisy environment. Signal collected from the microphone under noisy environment does not equal to the convolution of far-end speech and the echo channel because of the noise, which prevents the adaptive algorithm from estimating the channel accurately. The residual echo signal is always very large and may even diverge which is quite severe when the system is running in real conditions.

For dealing with this problem, the real echo should be extracted from the noise firstly and then used to update the adaptive filter. We use the estimation of the priori SNR to estimate the echo. The priori SNR is estimated using the prior SNR of last frame and the posteriori SNR of current frame with different weights as:

$$\alpha \xi_\ell(n) + (1-\alpha)(D^2(n) - 1)$$

where $\alpha$ is the weight of the priori SNR, $\hat{A}^2(n - 1)$ is the echo estimation in frequency domain of the (n-1)th frame and $\hat{\lambda}_e(n - 1)$ is the spectrum of noise of the (n-1)th frame.

We can get the estimation of echo in current frame through a filter designed according to the estimation of priori SNR as equation 2. The time-domain echo estimation is calculated through IFFT as shown in equation 3.

$$\hat{A}_e(n) = \frac{\xi_\ell(n)}{1 + \xi_\ell(n)} D_e(n)$$

$$\hat{d}(n) = F^{-1}[\hat{A}(n)]$$

The estimation of noise is updated when the state of VAD is Silence. The detail of the algorithm is explained in Table 1. The improved PBFDAF does not only cancel echo, but also remove the background noise. The performance will be evaluated in Section 5.
Table 1. The novel BPFDAF

<table>
<thead>
<tr>
<th>For each frame of L samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_s(n) = \text{diag}(F[x((n+1)L-rP-M+1), x((n+1)L-rP)^T])$</td>
</tr>
<tr>
<td>$y(n) = \text{last L components of } F^{-1}[\sum_{r=0}^{N-1} X_s(n)W_r(n)]$</td>
</tr>
<tr>
<td>$d(n) = [d(nL), d(nL+1),..., d(nL+L-1)]^T$</td>
</tr>
<tr>
<td>$D(n) = F[d(n)]$</td>
</tr>
<tr>
<td>$\tilde{z}_s(n) = \alpha \tilde{z}_s(n-1) + (1-\alpha)\tilde{A}_s(n-1)$</td>
</tr>
<tr>
<td>$\tilde{A}_s(n) = \frac{\tilde{z}_s(n)}{1+\tilde{z}_s(n)}$</td>
</tr>
<tr>
<td>$\hat{A}(n) = F^{-1}[\hat{A}(n)]$</td>
</tr>
<tr>
<td>$e(n) = \hat{a}(n) - y(n)$</td>
</tr>
<tr>
<td>$E(n) = F[0, ..., 0, e^T(n)]^T$</td>
</tr>
<tr>
<td>$W_r(n+1) = W_r(n) + 2FGF^{-1}\sum_{n=0}^{N-1} X_s(n)X^*(n)E(n)$</td>
</tr>
<tr>
<td>$\alpha$ weight factor</td>
</tr>
<tr>
<td>$\hat{A}_s(n)$ the estimation of noise spectrum</td>
</tr>
<tr>
<td>$G = \begin{bmatrix} I_r &amp; 0 \ 0 &amp; 0_{m-r} \end{bmatrix}$</td>
</tr>
<tr>
<td>$\Pi_{A} = \mu(\sum_{r=0}^{N-1} X_s(n)X^*(n))^{-1}$</td>
</tr>
</tbody>
</table>

4 Speech Detector and Noise Generator

Speech detector is crucial in an acoustic echo cancellation system. Using the power of far-end speech $x(n)$, near-end speech $d(n)$ and residual signal $e(n)$ after adaptive filtering, it decides which side of the conversation is speaking. The speech detectors have 4 states: silence, far-end speaking, near-end speaking and double-talk. The coefficients of the adaptive filter are updated during far-end speaking and the filter is used during double-talk to cancel the echo.

The speech detection algorithm used in this system is base on the energy. Different with other energy-based algorithms, it has more branches and robust performance in noisy environment. The flow is shown in Table 2.
The noise energy is removed from the near-end speech energy firstly in order to keep the accuracy of detector at various SNR. The experiment result using this detector at different SNRs will be shown in Section 5.

When the output of the speech detector is far-end speaking which means the signal received from microphone includes only the echo and noise, the canceller does not need to send the residual signal. It could send silence under quiet environment. But in the noisy environment, for the comfort and continuity of the speech, far-end speaker may prefer the noise similar to the background rather than silence. Noise generator is used for this purpose. According to the principle of linear prediction, a full-pole filter is designed to generate the target noise [12-14]. In noisy segment of the signal, we calculate the autocorrelation coefficients of the target noise. The Levinson-Durbin algorithm is then used to get the coefficients of the full-pole filter. After inputting Gaussian White with certain gain which is still computed from the LPC analysis, we get the simulative noise from the output.

**Table 2. The Flow of Speech Detection**

| Condition                      | Action
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( fes \approx \text{VALIDSPE} )</td>
<td>silence</td>
</tr>
<tr>
<td>( fes &gt; \text{ERL} )</td>
<td>far-end speaking</td>
</tr>
<tr>
<td>( \text{res} &gt; \text{DTMAR} )</td>
<td>double-talk</td>
</tr>
<tr>
<td>( fes &gt; \text{VALIDFAR} )</td>
<td>double-talk</td>
</tr>
<tr>
<td>( \text{res} \approx \text{VALIDSPE} )</td>
<td>near-end speaking</td>
</tr>
</tbody>
</table>

\( fes \): the power of far-end speech  
\( nes \): the power of near-end speech - the power of noise  
\( res \): the power of residual signal  
\( \text{VALIDSPE, ERL, DTMAR, VALIDFAR} \): the thresholds for speech detection
5 Performance Evaluation

The performance of the proposed algorithm and system has been tested by a group of experiments.

As the most crucial part of AEC, we firstly evaluated the performance of the proposed improved PBFDAF. Fig 2 shows the comparison result with the conventional ones. Fig. 2(a) shows the signal collected by one microphone in traffic environment. The noise of the car and the echo are both inputted into the system. It leads to the poor performance of conventional PBFDAF as shown in Fig. 2(b). Fig. 2(c) shows the result of echo cancellation applying improved PBFDAF. The result shows that the proposed algorithm is much more effective under noise environment.

![Comparison of conventional PBFDAF and the proposed improved PBFDAF under noisy environment.](image)

Fig. 2. Comparison of conventional PBFDAF and the proposed improved PBFDAF under noisy environment. (a) The signal \(d(n)\) in traffic environment, includes the echo and cars’ noise (SNR=7dB). (b) The result using the conventional PBFDAF. (c) The result using the novel adaptive filter algorithm.

In Table 3, we calculate the accuracy of the speech detection algorithm mentioned in Section 4 at different SNRs and we find that it has robust performance.
Table 3. The statistic experiment result of the speech detector proposed at various SNR

<table>
<thead>
<tr>
<th>SNR</th>
<th>Far-end</th>
<th>Near-end</th>
<th>Double-talk</th>
</tr>
</thead>
<tbody>
<tr>
<td>5dB</td>
<td>99.44</td>
<td>0.64</td>
<td>0.02</td>
</tr>
<tr>
<td>7dB</td>
<td>97.54</td>
<td>2.33</td>
<td>0.07</td>
</tr>
<tr>
<td>10dB</td>
<td>92.90</td>
<td>0.70</td>
<td>0.10</td>
</tr>
</tbody>
</table>

To test the performance of the system, 520 sentences of speech from 863 speech library are used and the noise is the car noise. All of the speech signal is played and recorded using the TI DSP platform. The SNR and ERLE (Echo Return Loss Enhancement) at various SNRs is shown in Table 4. The experiment result shows that the proposed system has robust performance in noisy environment. An example for the proposed system is shown in Fig.3. We may find that the signal shown in Fig 3(d) which is the result of the echo cancellation becomes a little distorted from the signal shown in Fig 3(a) which is the clean speech of the near-end. However it can be ignored for listening.

Table 4. The statistic experiment result of the proposed system

<table>
<thead>
<tr>
<th>SNR of Sin (dB)</th>
<th>The ERLE of FBFDAF (dB)</th>
<th>SNR after processed by proposed system (dB)</th>
<th>ERLE of proposed algorithm (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.60</td>
<td>-13.90</td>
<td>6.14</td>
<td>8.47</td>
</tr>
<tr>
<td>5.82</td>
<td>5.08</td>
<td>7.57</td>
<td>10.02</td>
</tr>
<tr>
<td>8.31</td>
<td>10.17</td>
<td>9.67</td>
<td>12.83</td>
</tr>
</tbody>
</table>
Fig. 3. (a) near-end speech (b) The signal $S_{out}/R_{in}$, far-end speech (c) The signal $S_{in}$, including near-end speech, echo and background noise (SNR=6) (d) The result of echo cancellation without NG (e) The result of system proposed with NG which will be sent to far-end as $R_{out}$ (SNR=10dB).

6 Conclusion

In this paper, a robust system for echo cancellation under noisy environment is proposed. Improved PBFDAF is proposed for estimating and canceling the echo and noise. The module called noise generator makes the result of the cancellation sound more comfortable. By combining the improved adaptive filter and the improved robust speech detector, together with the effective VAD, the system is effective in various noisy environments. The experiments show that system proposed could remove most of echo and noise.
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