ABSTRACT

In this paper we present a bimodal audio-visual speaker identification system. The objective is to improve the recognition performance over conventional unimodal schemes. The proposed system exploits not only the temporal and spatial correlations existing in speech and video signals of a speaker, but also the cross-correlation between these two modalities. Lip images extracted for each video frame are transformed onto an eigenspace. The obtained eigenlip coefficients are interpolated to match the rate of the speech signal and fused with mel frequency cepstral coefficients (MFCC) of the corresponding speech signal. The resulting joint feature vectors are used to train and test a Hidden Markov Model (HMM) based identification system. Experimental results are also included for demonstration of the system performance.

1. INTRODUCTION

Biometric person identification, in the most general case, refers to identification of a person from a set of candidates using her/his biometric data. Different biometric signals such as faces, voice, fingerprints, signature strokes, iris and retina scans can be used to perform this identification task. It is generally agreed that no single biometric technology will meet the needs of all potential identification applications. Although the performance of several of these biometric technologies have been studied individually, there is little work reported in the literature on the fusion of the results of various biometric identification technologies [1].

A particular problem in multi-modal biometric person identification, which has a wide variety of applications, is the speaker identification problem where basically two modalities exist: audio signal (voice) and video signal. Speaker identification, when performed over audio streams, is probably one of the most natural ways to perform person identification. However, video stream is also an important source of biometric information, in which we have still images of biometric features such as face and also the temporal motion information such as lip, which is correlated with the audio stream. Most speaker identification systems rely on audio-only data [2]. Even assuming ideal noiseless conditions, such systems are far from being perfect for high security applications. The same observation is also valid for systems using only visual data, where poor picture quality or changes in lighting conditions significantly degrade performance [3]. A better alternative is the use of both modalities in a single identification scheme.

Lip movement is a natural by-product of the speaking act. Information inherent in lip movement has so far been exploited mostly for the speech recognition problem, establishing a one-to-one correspondence with the phonemes of speech and the visemes of lip movement. It is quite natural to assume that lip movement would also characterize an individual as well as what that individual is speaking. Only few articles in the literature incorporate lip information for the speaker identification problem [4, 5, 6]. Although these works demonstrate some improvement over unimodal techniques, they use a decision-fusion strategy and hence do not fully exploit the mutual dependency between lip movement and speech [4, 5]. A recent work addresses data-fusion between face and multiple speech features [7], but does not investigate the correlation between different modalities. In this paper we propose an HMM-based speaker identification scheme for joint use of the lip sequence and the audio signal of a speaking individual with data-fusion, i.e. early integration of audio and visual features [8]. In the joint feature vector, transform domain coefficients in an eigenspace of lip images constitute the visual part and MFCCs constitute the audio part.

The paper is organized as follows. Section 2 describes the joint audio-video processing scheme that we propose for robust speaker identification. The problem of extracting features from audio-only and video-only data, the methodology employed in fusion of these unimodal features as well as the description of our HMM-based classifier are all addressed in this section. Performance results of the proposed system is demonstrated in Section 3 and finally concluding remarks are given in Section 4.

2. BIMODAL SPEAKER IDENTIFICATION

In this study a text-dependent bimodal speaker identification system is considered. The bimodal database consists of audio and video signals belonging to individuals of a certain population. Each person in this database utters a predefined secret phrase that may vary from one person to another. The objective is, given the data of an unknown person, to find whether this person matches someone in the database or not. The system identifies the person if there is a match and rejects if not. Hence the problem can be thought of as an N-class recognition problem, including also a reject class. Such an identification system addresses problems of unauthorized use of computer and communication systems and multilevel access control. In the case of a secret phrase specific to each individual, the system provides two levels of security, thus seems to be more reliable. However, the proposed system should also be
robust against false identity claims. Our goal is to fully exploit the spatial and temporal correlations existing in a video stream and thereby to characterize the biometric properties of a speaker. We consider two different scenarios: in the first one each speaker utters her/his name whereas in the other each speaker utters the same 6-digit number.

Hidden Markov Models [9] are reliable structures to model human hearing system, and thus they are widely used for speech recognition and speaker identification problems [2, 9, 10]. The temporal characterization of an audio-video stream can also successfully be modeled using a Hidden Markov Model (HMM) structure, where state transitions model temporal correlations and Gaussian classifiers model signal characteristics. In this work a word-level continuous-density HMM structure is built for the speaker identification task using the HTK library [11]. Each speaker in the database population is modeled using a separate HMM and is represented with the feature sequence that is extracted over the audio-video stream while uttering the secret phrase. First a world HMM model is trained over the whole training data of the population. Then using the world HMM model as the initial state, each HMM associated to a speaker is trained over some repetitions of the audio-video utterance of the corresponding speaker. In the identification process, hypothesis testing is performed between the best match of the population and the world model for the given audio-video utterance of an unknown subject. The subject is either rejected or identified to be the speaker with the best match based on a likelihood ratio test.

2.1. Extraction of Visual Features

The eigenface technique [3], or more generally the principal component analysis, has proven itself as an effective and powerful tool for recognition of still faces. The core idea is to reduce the dimensionality of the problem by obtaining a smaller set of features than the original dataset of intensities. In principal component analysis, every image is expressed as a linear combination of some basis vectors, i.e. eigenimages that best describe the variation of intensities from their mean. When a given image is projected onto this lower dimensional eigenspace, a set of eigenimage coefficients is obtained, that gives a parametrization for the distribution of the signal.

In our case, each original dataset is a lip image obtained from video sequences of speaking individuals. We will represent each lip image by a set of eigenlip coefficients as referred in [12]. Obtaining principal components of the lip signal, i.e. eigenlips, can be thought of as an eigenvalue problem. Suppose that the training set consists of \( M \) mean-removed lip image vectors, \( \ell_0, \ell_1, \ldots, \ell_M \). Then the eigenlips \( \ell_m \) for \( m = 0, 1, \ldots, M \), can be computed as the eigenvectors of the following covariance matrix \( \mathbf{U} \),

\[
\mathbf{U} = \frac{1}{M} \sum_{m=1}^{M} \ell_m \ell_m^T. \tag{1}
\]

Each eigenlip \( \ell_m \) is associated to an eigenvalue \( \lambda_m \). Principal components are the first \( p \) eigenlips that have \( \lambda_m \gg 0 \). Usually the reduced dimension \( p \) is much smaller than \( M \) and the \( j \)-th eigenlip coefficient \( \omega_j \) is obtained by the following projection:

\[
\omega_j = \ell_j^T \ell \quad \text{for} \quad j = 0, 1, \ldots, p. \tag{2}
\]

The eigenlip coefficients, when computed for every frame \( i \) of a given lip sequence, constitute the visual feature vector that will be denoted by \( \mathbf{f}_i^v \):

\[
\mathbf{f}_i^v = [\omega_1, \omega_2, \cdots, \omega_p]. \tag{3}
\]

Beside being an efficient and powerful representation, the advantage of the eigenlip approach is that it works simply on intensity values. This improves the robustness of the overall scheme as compared to techniques that require more sophisticated methods such as lip tracking for extraction of some geometric features, e.g. lip contours as in [13]. With the eigenlip approach, it suffices to employ a simple lip detection process for extracting lip frames from face images. The disadvantage of this approach is that it is generally sensitive to rotation and lighting conditions, though small rigid motions of the head and small changes in illumination can be tolerated up to a certain measure.

2.2. Fusion of Audio and Visual Features

Mel frequency cepstral coefficients (MFCC) give good discrimination of speech data; hence they are widely used to represent audio streams in HMM-based speech recognition and speaker identification systems. MFCCs can be computed from the log filter-bank magnitudes using the Discrete Cosine Transform (DCT). The MFCC vector \( c_k \) at time index \( k \) is defined as,

\[
c_k = \text{IDCT} \{ \mathbf{Y}_i [i = 0, 1, \ldots, I - 1] \}, \quad \text{and} \quad \mathbf{Y}_i = \sum_n \log |S_k(n)| H_k(n) \tag{4}
\]

where \( S_k(n) \) is the \( n \)-th Fourier transform coefficient of the \( k \)-th speech frame and \( H_k \) is the \( k \)-th mel frequency window. The audio feature vector \( \mathbf{f}_k^a \) for the \( k \)-th frame is formed as a collection of MFCCs, the first and the second delta MFCCs [2]:

\[
\mathbf{f}_k^a = [c_k, \Delta c_k, \Delta \Delta c_k]. \tag{5}
\]

The proposed audio-visual fusion scheme is based on the early integration model [8] where the integration is performed in the feature space to form a composite feature vector of acoustic and visual features. Classification is implemented by using these composite vectors. This model makes the assumption of conditional dependence between acoustic and visual data. The acoustic features that are chosen to be MFCCs and the visual features that are obtained by the eigenlip approach, as explained in Section 2.1, are combined to form the joint audio-visual features. Thus we expect to better exploit the temporal correlation of audio-video streams for robust performance, especially in the presence of environmental noise. The structure of the fusion scheme is outlined in Fig. 1. The synchronous audio and video streams are processed separately. The lip areas are cropped from the video stream to form a stream of lip images at a rate of 15 fps using the hand labeled localization information. A subset of these lip images is used to create an eigenspace of dimension \( p \). The eigenlip coefficients are computed by projecting every lip image of a given video stream onto the eigenspace.

As the audio features are extracted at a rate of 100 fps and the visual features are extracted at a rate of 15 fps, a rate synchronization should be performed prior to the data fusion. Let the audio and the visual features be represented at time instants \( k \) and
\[ f_k^h = f_n \left( k \frac{1}{100} \right) \quad \text{for} \quad k = 0, 1, 2, \ldots \] (7)

\[ f_i^v = f_n \left( t \frac{1}{15} \right) \quad \text{for} \quad i = 0, 1, 2, \ldots \] (8)

The visual features can be computed using linear interpolation over the \( f_i^v \) sequence to match the 100 fps rate,

\[ \tilde{f}_v = f_n \left( k \frac{1}{100} \right) \left( 1 - \alpha_k \right) f_i^v + \alpha_k f_{i+1}^v, \] (9)

where \( i^* = \left\lfloor \frac{k}{100} \right\rfloor \) and \( \alpha_k = \frac{1}{100} - i^* \). Hence the joint audio-visual feature \( f_{av}^k \) is formed by combining the MFCCs, the first and second delta MFCCs and the interpolated visual features \( \tilde{f}_v^k \) for the \( k \)-th audio-visual frame:

\[ f_{av}^k = [f_k^{h} \, \tilde{f}_v^k]. \] (10)

**3. EXPERIMENTAL RESULTS**

The database that have been used to test the performance of the proposed speaker identification system is briefly described in Table 1, where the distributions of the test and training data collected disjointly for two different scenarios are given. The audio-visual data have been acquired using Sony DSR-PD150P video camera at Multimedia Vision and Graphics Laboratory of Koç University. Samples from this database are displayed in Fig. 2. In addition to the database displayed in Table 1 a set of impostor data is collected for the first scenario. In the collection of impostor data each subject utters five different names from the population. However in the second scenario all the utterances not belonging to the subject are used as impostor data.

The presented experimental results have all been obtained using the HTK tool version 3.0, each speaker being represented by a 6-state left-to-right HMM structure. The acquired video data is first split into segments of secret phrase utterances. The visual and the audio streams are then separated into two parallel streams, where the visual stream has gray-level video frames of size 720 \( \times \) 576 pixels containing the frontal view of a speaker’s head at a rate of 15 fps and the audio stream has 16 kHz sampling rate. The acoustic noise, which is added to the speech signal to observe the identification performance under adverse conditions, is picked to be a mixture of office and babble noise.

The audio stream is processed over 10 msec frames centered on 25 msec Hamming window. The MFCC feature vector, \( e_{av} \), is formed from 13 cepstral coefficients including the 0th gain coefficient using 26 mel frequency bins. The resulting audio feature vector, \( f_i^v \) of size 39, includes the MFCC vector and the first and the second delta MFCC vectors. Each video stream is at most 1 second in duration and during this time it is assumed that the subject does not considerably move her/his head. Hence, hand labeled lip regions can be used to crop 120 \( \times \) 128 lip frames to form the lip sequence for each visual stream. An eigenspace of dimension \( p \) is computed using the training part of the lip sequence set. The eigenspace dimension is set to be \( p = 20 \), as this value is observed to be sufficient for the desired performance of the identification system. The system’s performance starts to degrade as \( p \) is further decreased. The visual feature vectors \( f_{av}^k \), which are used in both training and testing of the HMM-based classifier, are obtained by projecting each lip image of the database onto this eigenspace and thereby computing the eigenlip coefficients.

The identification results are shown in Table 2, where we observe the equal error rates at varying levels of acoustic noise for the two scenarios: the secret phrases are the person’s name and the fixed 6-digit number (348572), respectively. The unimodal (video-only and audio-only) and bimodal (audio-visual with and without Bayesian classifier) equal error rates are displayed on the

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Subjects</th>
<th>Repetitions</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject’s name</td>
<td>male</td>
<td>31</td>
<td>test</td>
</tr>
<tr>
<td>6-digit number</td>
<td>male</td>
<td>31</td>
<td>test</td>
</tr>
</tbody>
</table>

**Table 1.** The distribution of the data collected for the two different scenarios.
Table 2. Speaker identification results: equal error rates at varying noise levels.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>EER (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Audio Only</td>
<td>Video Only</td>
<td>Audio Visual</td>
<td>Bayesian Decision</td>
</tr>
<tr>
<td>clean</td>
<td>2.99</td>
<td>20.21</td>
<td>3.17</td>
<td>2.58</td>
</tr>
<tr>
<td>15 dB</td>
<td>4.28</td>
<td>20.21</td>
<td>4.12</td>
<td>3.67</td>
</tr>
<tr>
<td>10 dB</td>
<td>8.86</td>
<td>20.21</td>
<td>4.91</td>
<td>4.10</td>
</tr>
<tr>
<td>5 dB</td>
<td>18.32</td>
<td>20.21</td>
<td>6.56</td>
<td>5.7</td>
</tr>
<tr>
<td>0 dB</td>
<td>34.01</td>
<td>20.21</td>
<td>10.87</td>
<td>8.5</td>
</tr>
<tr>
<td>clean</td>
<td>1.61</td>
<td>5.55</td>
<td>2.11</td>
<td>1.41</td>
</tr>
<tr>
<td>21 dB</td>
<td>4.31</td>
<td>5.55</td>
<td>2.14</td>
<td>1.61</td>
</tr>
<tr>
<td>18 dB</td>
<td>8.82</td>
<td>5.55</td>
<td>2.18</td>
<td>1.75</td>
</tr>
<tr>
<td>15 dB</td>
<td>24.06</td>
<td>5.55</td>
<td>2.22</td>
<td>1.90</td>
</tr>
<tr>
<td>12 dB</td>
<td>44.04</td>
<td>5.55</td>
<td>2.77</td>
<td>2.40</td>
</tr>
</tbody>
</table>

There are problems and further issues to be addressed. First, currently lip frames are extracted from video stream by hand labeling; this process should be automated by a simple but effective lip detection method using spatial and motion information. Second, the training and test database should be enriched both in terms of total population and variety for a more reliable performance analysis. The variety in database refers mainly to changing environmental conditions such as lighting and background, and to including video sequences where the head of the speaker may undergo arbitrary rigid motion. This would allow us to better measure the tolerance of our system to head rotation and changing illumination. In this respect, methodologies that would enforce the overall scheme for invariance to such properties has to be explored. All these issues and problems are currently under investigation.
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