ABSTRACT

This paper presents a watermarking algorithm for binary images. The original binary image is blurred to a gray-level image and we embed the watermark by biasing the threshold in binarization. A loop is used to control the quality of watermarked images and robustness, and a key is generated for extraction. We employ error correction codes to reduce extraction error. This algorithm can be applied to general binary images except dithered images. Experiments show that the distortion in the watermarked image is not obtrusive and the algorithm provides some degree of robustness.

1. INTRODUCTION

Today, digital media are getting more and more popular. Not only multi-level images, video and audio are in digital form, but binary images are also digitized in the applications including legal documents, digital books, maps, and architectural and electronic drawings. Digital watermarking techniques have been proposed for ownership protection, copy control, annotation and authentication of digital media. Most of digital image watermarking techniques in the literature are proposed for gray-scale/color images, while digital watermarking for binary images are only addressed by a few authors [1, 2, 3, 4, 5].

Chen et al. [2] classify watermarking and data hiding techniques for binary images into various embedding methods: text line, word or character shifting, boundary modification, fixed partitioning of the image into blocks, modification of character features, modification of run-length patterns, or modification of half-tone images. Among those that are applicable to general binary images, only the algorithm proposed by Zhao and Koch [6] provides some robustness against noise while the quality of the watermarked image is poor. The algorithm alters the numbers of black and white pixels in each 8 × 8 block to embed data. Bit ‘1’ is embedded if the percentage of white pixels is greater than a given threshold (55%) and bit ‘0’ is embedded if the percentage of the white pixels is less than another threshold (45%). Such modification could result in very poor marked image.

In [1], a watermark is embedded in the DC components of Discrete Cosine Transform (DCT) for binary images. It can be seen from the paper that DC component modification is a spatial domain technique in effect. Modification of DC components is equivalent to adding constant values to all pixels in the spatial domain.

In this paper, we propose a more efficient watermarking algorithm for binary images other than dithered images based on the work in [1]. The original binary image is blurred to a gray-level image to enable embedding. However, DCT and IDCT (inverse DCT) are not involved, which greatly simplifies the watermarking procedure. The embedding is done by using the watermark information to bias the binarization threshold. A loop is used to control the quality of the watermarked binary image and a feature vector is extracted as a key to be used in extraction so that the original binary image is no longer necessary in extraction. To improve the extraction accuracy, the watermark is coded in error correction code (ECC). Experimental results have shown that the watermarked binary image has good quality and the algorithm offers some robustness.

2. THE PROPOSED WATERMARKING ALGORITHM

Fig. 1 shows the system flow of the proposed algorithm. We embed the watermark $w$ into the original binary image $f(x, y)$ to obtain the output image $g(x, y)$. The image is of size $M \times N$.

2.1. Blurring

It is shown in [1] that it is not possible to successfully embed a watermark directly into a binary image through binarization no matter what threshold is used. Blurring is necessary to produce pixels with various intensities so that the embedding can succeed through biased binarization.

We have observed that the algorithm in [1] is likely to produce obtrusive noises near the edges. The cause is that when the $5 \times 5$ Gaussian low-pass filter processes the pixels near the edges where the $5 \times 5$ window is only partially...
within the image, the part of the window that is outside of the image is treated as with pixel value 0 (black). However, black pixels near the edges are obvious against the white background. To solve this problem, we expand the original image by 2 pixels with the background color (white) for the four edges before blurring.

The original image \( f(x, y) \) is expanded with white pixels (two at each edge) to an image \( f_e(x, y) \) of size \((M + 2) \times (N + 2)\). \( f_e(x, y) \) is then low-pass filtered using a Gaussian filter with window size of \( 5 \times 5 \) and standard deviation of 0.7 to produce \( f_{ob}(x, y) \), from which the blurred version \( f_b(x, y) \) is obtained by ignoring 2 pixels at each edge. Larger standard deviation offers better robustness but poorer quality, and vice versa. The blurred image \( f_b(x, y) \) is then split into non-overlapped blocks of \( 8 \times 8 \).

### 2.2. Watermarking through biased binarization

We skip the blocks in \( f_b(x, y) \) corresponding to the uniform (all black/white) blocks in \( f(x, y) \) to preserve the quality of the image after embedding. The watermark is embedded by binarizing the blocks in \( f_b(x, y) \) that correspond to the non-uniform \( 8 \times 8 \) blocks in \( f(x, y) \) with biased thresholds. We denote the number of non-uniform \( 8 \times 8 \) blocks in \( f(x, y) \) as \( N_n \) and each corresponding block in \( f_b(x, y) \) as \( f_{b,k}(r, s) \), where \( r, s = 0, 1, ..., 7 \), and \( k = 0, 1, ..., N_n - 1 \).

The watermark \( w \) is a bit stream of ‘0’s and ‘1’s, instead of a random number sequence as in [1], and it is encoded with BCH(31,6) [7] to reduce the extraction error. The coded watermark \( w_c \) is of length \( L_{w_c} \leq N_n \).

The algorithm in [1] requires the original image in extraction, which may not be convenient in practice. In our proposed algorithm, we eliminate this limitation by extracting a key to be used in extraction. This key, \( k_n \), is extracted as the number of white pixels in each block of \( f(x, y) \) (both uniform and non-uniform) and it is of length \( L_{key} \), where \( L_{key} \) is the total number of \( 8 \times 8 \) blocks in \( f(x, y) \).

For each block \( f_{b,k}(r, s) \), the maximum and minimum intensities are \( I_{max,k} \) and \( I_{min,k} \), respectively. The bias \( b_k \) depends on \( w_c(k) \) as follows:

\[
b_k = \begin{cases} 
0.05, & \text{if } w_c(k) = 1 \\
-0.05, & \text{if } w_c(k) = 0 
\end{cases}
\]

This bias is adjusted through a loop to control the amount of distortion and the robustness, as shown in Fig. 2. \( C \) is a counter and is initialized to 0. The maximum number of iterations is limited to \( M_L \). The binarization threshold \( T_{b,k} \) is calculated as following:

\[
T_{b,k} = (I_{max,k} + I_{min,k}) \cdot (0.5 - b_k) 
\]

Thus bit ‘1’ will lower the threshold and bit ‘0’ will raise it. The block \( f_{b,k}(r, s) \) is then binarized to \( g_k(r, s) \) using \( T_{b,k} \):

\[
g_k(r, s) = \begin{cases} 
0, & \text{if } f_{b,k}(r, s) < T_{b,k} \\
1, & \text{if } f_{b,k}(r, s) \geq T_{b,k} 
\end{cases}
\]

Therefore, a lowered threshold (by bit ‘1’) tends to increase the number of white (1s) pixels and a raised threshold (by bit ‘0’) tends to reduce it.
We denote the number of white pixels in \( f_k(r, s) \) and that number in \( g_k(r, s) \) as \( D_{f_k} \) and \( D_{g_k} \), respectively. For successful embedding, we need to have the following condition:

\[
\begin{cases}
  D_{g_k} < D_{f_k}, & \text{if } w_c(k) = 0 \\
  D_{g_k} > D_{f_k}, & \text{if } w_c(k) = 1.
\end{cases}
\] (2)

If this condition is not satisfied after the biased binarization, we increase the bias to \( \alpha \cdot b_k \) (\( \alpha > 1 \)) until the condition is satisfied or \( C \geq M_L \).

On the other hand, when condition (2) is satisfied, it is possible that the distortion in the block is too much. Hence, for better quality, we should reduce the amount of bias. We denote the maximum acceptable number of changed pixels in a block as \( M_c \). Thus we reduce the bias to \( \beta \cdot b_k \) (\( 0 < \beta < 1 \)) if \( |D_{g_k} - D_{f_k}| > M_c \). Larger \( M_c \) provides better robustness while poorer quality.

In our experiments, we choose \( \alpha = 1.5 \) and \( \beta = 0.5 \). Inappropriate values of \( \alpha \) and \( \beta \) may require more iterations.

In case that condition (2) is not satisfied after the iterations, we keep \( g_k(r, s) = f_k(r, s) \), where \( f_k(r, s) \) is the corresponding non-uniform 8 \times 8 block in \( f(x, y) \). \( g(x, y) \) is obtained by replacing \( f_k(r, s) \) in \( f(x, y) \) with \( g_k(r, s) \).

2.3. Watermark extraction

Watermark extraction is a simple process. To extract watermark \( \hat{w}_c \) from a test binary image \( g(x, y) \), we split \( g(x, y) \) into 8 \times 8 blocks. The key \( k_n \) is required and each element in \( k_n \) corresponds to an 8 \times 8 block in \( g(x, y) \). If the element from \( k_n \) is either 0 or 64, the corresponding blocks in \( g(x, y) \) are skipped since there is no embedding in uniform blocks. Otherwise, a ‘1’ is extracted if the number of white pixels in the block is greater than the value of the element from \( k_n \), and a ‘0’ is extracted otherwise.

3. EXPERIMENTAL RESULTS

We use the image in Fig. 3 as the original image \( f(x, y) \). Its size is 512 \times 512. There are 2512 (≈ 61\%) non-uniform 8 \times 8 blocks out of 4096 in \( f(x, y) \). Thus the key length \( L_{key} = 4096 \) and \( N_n = 2512 \). We choose \( M_L = 20 \) and \( M_c = 2 \) in our experiments. We generate a random bit stream \( w \) of length 486, and after BCH(31,6) coding we have the watermark \( w_c \) of length \( L_w = 2511 \) for embedding.

The image after embedding is shown in Fig. 4. There are 3268 (≈ 1.2\%) pixels flipped in the image. Although the measured quality is not very good, \( PSNR = 19.04dB \) and \( DRD = 0.58 \) with \( m = 5 \) [8], visual inspection shows that the watermarked image is still in good quality and distortion is not obtrusive. Fig. 5 shows the pixels changed due to the watermark embedding. The original binary image is brightened and the pixels flipped are shown in black dots. We can see that most of pixels flipped are near the contours of the characters. Thus the embedding does not affect the quality of the document image much.

There is no error in the decoded \( \hat{w}_c \) after the extraction of \( \hat{w}_c \), attributing to the BCH coding. There are 147 bits error in \( \hat{w}_c \).

The robustness against cropping and noise are shown in Fig. 6 and Fig. 7, respectively. The cropping test is implemented as in [9], where a number of rows are cropped from the watermarked image and the cropped portion is inserted into the original image to extract the watermark. The robustness against noise is tested by adding Gaussian white noise of mean 0 and variances ranging from 0.01 to 0.1. The image after adding noise is gray and needs to be binarized. The ratio of pixels changed in the watermarked binary image before and after adding noise is shown by the dash-dot line in Fig. 7. We can see that the ECC coding, BCH(31,6),
is more effective with random noise than with cropping, and its effectiveness (improvement) decreases as the amount of noise increases.

4. CONCLUSIONS

We propose a watermarking algorithm for binary images except dithered images. The original binary image is blurred to a gray-level image to enable embedding, and the watermark bit stream is then embedded by biasing the binarization threshold. A loop is used to control the quality of watermarked image and the robustness. A key is extracted for watermark extraction and the original binary image is not required in extraction. For higher extraction accuracy, error correction code is used. Experimental results show that the distortion in the watermarked binary image is not obtrusive and the algorithm has some robustness against cropping and noise.

5. REFERENCES


