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Abstract — Recorded meetings are useful only if people can find, access, and browse them easily. Key-frames and video skims are useful representations that can enable quick previewing of the content without actually watching a meeting recording from beginning to end. This paper proposes a new method for creating meeting video skims based on audio and visual activity analysis together with text analysis. Audio activity analysis is performed by analyzing sound directions — indicating different speakers— and audio amplitude. Detection of important visual events in a meeting is achieved by analyzing the localized luminance variations in consideration with the omni-directional property of the video captured by our meeting recording system. Text analysis is based on the Term Frequency–Inverse Document Frequency measure. The resulting video skims better capture the important meeting content compared to the skims obtained by uniform sampling.

1. INTRODUCTION

Capturing the content of meetings is useful for many applications. Audio-visual recordings of meetings provide the capability for reviewing and sharing meetings, clarifying miscommunications, and thus increasing efficiency. Recognizing this need, several meeting recorder systems have been developed in the recent years [1][2].

Enabling efficient access to captured meeting recordings is essential to benefit from this content. Searching and browsing audiovisual information can be a time consuming task. The two most common approaches for overcoming this problem are key-frame based representations and summarization with video skims. Key-frame based representations are useful for video browsing [3], as they give a quick overview of the multimedia content. On the other hand, video skims are content-rich summaries that contain both audio and video. Efficiently constructed video skims can be used like movie trailers to communicate the essential content of a video sequence. In [4], Waibel et al. propose summarization of meeting content using video skims with a user-determined length. The skims are generated based on relevance ranking and topic segmentation using speech transcripts. A summarization technique for educational videos based on shot boundary detection, followed by word frequency analysis of speech transcripts, is suggested in [5] by Taskiran et al. The comparison of the efficiency of their skims with randomly generated skims does not reveal any significant performance difference. They conclude that this is possibly due to their evaluation method. In [6], He et al. present a method for summarizing audio-video presentations using slide transitions and/or pitch activity. They compare the efficiency of these summaries with the efficiency of audiovisual summaries created by the author of the presentation. The efficiency of summaries is measured by performance improvements on quizzes given before and after watching the video skims. As can be expected, author-generated summaries were more efficient for communicating content, but automatically generated summary also resulted in substantial quiz score improvement. Furthermore, as a part of the Informedia™ project, in [7] Christel et al. compared video sketching techniques that used: (1) audio analysis based on audio amplitude and term frequency-inverse document frequency (TF-IDF) analysis, (2) audio analysis combined with image analysis based on face/text detection and camera motion, and (3) uniform sampling of video sequences. They reported that audio analysis combined with visual analysis yield significantly better results than the skims obtained purely by audio analysis and uniform sampling.

Speech content and natural language analysis techniques are commonly used for meeting summarization. However, language analysis-based abstraction techniques may not be sufficient to capture significant visual and audio events in a meeting, such as a person entering the room to join the meeting or an emotional discussion. In this paper, we describe a multimodal meeting summarization technique, which considers the audio and visual content along with the speech transcriptions. We propose a novel measure for finding the important audio segments in a meeting recording. Our measure is based on sound localization output and the magnitude of the audio signal, and is for detecting segments with a high degree of interaction between the participants and the presence of loud speech. We also propose a novel measure for detecting the important visual events in a meeting. Meeting sequences generally contain a very small amount of visual activity. Also, because our meeting recorder captures omni-directional video, there is no camera motion and therefore no scene breaks. Considering these properties of our meeting video collection, the proposed visual activity measure is based on localized differences of luminance values in the compressed domain. Lastly, language analysis is performed using the well-known Term Frequency-Inverse Document Frequency (TF-IDF) measure, which indicates the relative importance of the words in a document. The important segments identified by using these three analysis techniques are then combined to create meeting video skims.

In the next two sections, the proposed audio and visual activity measures are described. Section 4 explains the language analysis technique used to create meeting skims. In Section 5, we describe the multimodal scheme used for meeting summary generation. Experimental results are given in Section 6 and conclusions and future work are discussed in Section 7.

2. AUDIO ACTIVITY ANALYSIS

Analysis of the audio signal is useful in finding segments of recordings containing speaker transitions, emotional arguments, and topic changes, etc. In [8], Dagtas et al. find the important segments of a sports video based on audio magnitude. In [6] and
pitch and audio power are employed to find topic changes and significant audio events, respectively. Our goal is to find segments containing arguments and discussions among meeting participants. Even though high audio amplitude provides a good indication of someone raising their voice and the presence of emotion, our experiments showed that amplitude by itself is not sufficient to capture such segments. Our solution is to combine this information with the sound localization output of our meeting recorder system. This is motivated by the fact that sounds coming from different directions in a short time window is potentially an indication of a discussion between several speakers. We define a speaker activity measure, $S_a$, as follows.

$$ S_a(t) = \sum_{n=-W/2}^{n=W/2} G(n) C(t+n), $$

where $t$ is time in seconds, $G(n)$ is the smoothing filter coefficient, $W$ is the length of the filter, $C(t)$ is the number of changes in the sound direction at $t$. Audio activity measure, $U_a$, is defined as

$$ U_a(t) = S_a(t) \times \sum_{k=-f/2}^{f/2} |X(f+k)|, $$

where $S_a(t)$ is speaker activity at $t$, $f$ is the audio sampling frequency, and $X(n)$ is the audio amplitude of the $n^{th}$ sample.

Figure 1 shows the sound localization and the audio activity outputs, as well as the transcription corresponding to the peaks in the audio activity measure, for a staff meeting. It is challenging to evaluate the performance of the audio activity measure. Nevertheless, our initial experiments with several recordings of staff meetings, presentations, and brainstorming sessions, showed that the peaks in the proposed audio activity measure correspond to the audio segments with a high degree of degree meeting participant interactions and very few silent periods.

### 3. VISUAL ACTIVITY ANALYSIS

Motion content in video can be used for efficiently searching and browsing particular events in a video sequence as demonstrated in various applications [9][10]. In meeting sequences, most of the time there is minimal motion. High motion segments usually correspond to significant events such as a participant getting up to make a presentation, or someone joining the meeting.

Several motion activity descriptors exist in the literature. Some of these descriptors are based on the magnitudes and directions of the motion vectors in the MPEG bitstream [11]. The visual activity measure we employ uses the local luminance changes in a video sequence. A large luminance difference between two consecutive frames is generally an indication of a significant content change, such as a person getting up and moving around. However, other events, such as dimming the lights or all the participants moving slightly, may result in a large luminance difference between two frames. In order to eliminate such events, we define the visual activity as the luminance changes in a small window rather than luminance change in a whole frame.

The luminance changes are found by computing the luminance difference between consecutive intracoded (I) frames in the MPEG-2 stream. We employ I-frames because the luminance values in I-frames are coded without prediction from the other frames, and they are therefore independently decodable [12]. We compute luminance differences on the average values of 8×8 pixel blocks obtained from the DC coefficients, which are extracted from the MPEG bit stream without full decompression.

Because the video in our system is doughnut shaped (omni-directional), the pixels in the outer parts of the video contain less object information (i.e. more pixels per object). Therefore, when computing the frame differences, the pixel values are weighted according to their location to compensate for this. The assignment of weights is done by considering the parabolic properties of the mirror as follows:

$$ w(r) = \frac{1}{\cos \theta} \left[ \frac{1 - 4r/R_{\text{max}}}{1 + 4r/R_{\text{max}}} \right]^2, $$

where $r$ is the radius of the DC coefficient location in frame center, $R_{\text{max}}$ is the maximum radius of the doughnut image. The coefficients that do not contain any information (locations that are outside of the mirror area) are weighted zero.

We employ a window size of 9×9 DC coefficients, which corresponds to a 72×72 pixel area. The weighted luminance difference is computed for every possible location of this window in a video frame. The local visual activity, $V_a$, is defined as the maximum of these differences as follows:

$$ V_a = \max \{ \sum_{n=-L/2}^{L/2} \sum_{m=-L/2}^{L/2} \left( \theta^2 \left( (x+n)^2 + (y+m)^2 \right) A_{x+n,y+m} \right) \}, $$

where $W$ and $H$ are the width and height of the video frame (in number of DC blocks), $L$ is the size of the small local activity frame (in number of DC blocks), $\theta$ is the weight of the DC block at location $r$ (in polar coordinates), and $A_{x,y}$ is the luminance difference between two blocks at location $(x,y)$ in two consecutive I frames.

Figure 2 shows a plot of the local visual activity measure for a meeting video. As shown in the figure, most peaks in the visual activity score correspond to significant visual events, for example, a person taking his place at the table (Figure 2.a), another person leaving the meeting room (Figure 2.c), entering the room (Figure 2.d and Figure 2.e), etc. On the other hand, the video segment shown in Figure 2.b does not have a visual significance. This segment has a large activity value because the person moved close to the camera and appeared as a large moving object because of the perspective. Exclusion of such segments from the important visual events is possible only if we compensate for the distance of the objects from the camera.

### 4. TEXT ANALYSIS

Language analysis techniques are commonly used to summarize documents and audio transcriptions. Here, we compute the well-known Term Frequency-Inverse Document Frequency (TF-IDF) [13] on meeting transcriptions in order to find segments that contain important keywords. TF-IDF is defined as $\text{TF-IDF} = tfidf$, where $tf$ is the frequency of a word in a document and $df$ is the frequency of the same word in collection of documents. This measure is employed in our summarization system as follows. First, words with the highest TF-IDF score are defined as keywords. In order to find when a given keyword most frequently occurs, we divide audio transcriptions into 10-second segments and compute a document occurrence score as follows:

$$ DO_k(i) = \sum_{n=-W/2}^{n=W/2} G(n) O_k(i+n), $$

where $i$ is the audio segment number, $G(n)$ is the smoothing filter coefficient, $W$ is the length of the smoothing filter, $O_k(i)$ is the number of occurrences of the keyword $k$ in a 10 second segment. The audio segment with the highest $DO_k$ value is defined as the keyword segment for keyword $k$. These segments are then used in skim generation as described in the next section.
5. COMBINING AUDIO, VISUAL, AND TEXT ANALYSIS FOR SKIM GENERATION

Our goal here is to find meeting segments that communicate the salient content of a meeting most efficiently. However, it is difficult to determine how much of audio and visual events, and spoken content relate to the important meeting segments. This is a challenging task requiring large datasets and a good understanding of how much each modality contributes to the final result. In this paper, we leave this as a future research topic and employ a scheme that gives equal importance to each modality. The audio and visual events are first sorted according to the activity scores ($V_a$ and $U_v$, respectively), and keyword segments (with the highest $DO_k$’s) are sorted according to the TF-IDF of the keywords. Then, we include the first N important audio, visual, and keyword segments in the meeting skim in the time order. Padding is also applied to keep the meeting segments more comprehensible. If any two segments are close, they are merged to be one segment for the same reason.

Our initial experiments showed that using transition effects between different video segments in a video skim is useful for better comprehension of the skim. A similar conclusion is also reported in [7]. The video skims used in our study are generated with wipe transitions (right to left) between video segments.

6. RESULTS

In this section, we compare the effectiveness of the video skims that are generated by our method to that of the video skims obtained by uniform sampling of a meeting recording. In our experiments, we use two meeting recordings. The first one, Toyossan, is a 40 minute meeting in the form of a brainstorming session where the participants discuss a future product line for a company. The second one, NAB, is a 20 minute meeting where one of the participants reports to his group about a technology show he attended. In both meetings, a whiteboard is used and a participant joined after the meeting started. These two meetings are
summarized by using both our proposed method and uniform sampling. The skim length is 4 min for the Toyossan meeting and 2 minutes for the NAB meeting, which correspond to 10% of the meeting duration.

It is widely accepted that evaluating summary generation algorithms is a difficult task. Here, we employ the quiz method, where subjects are asked questions about a recording after watching a summary. There have been problems associated with this evaluation technique reported in the literature [5], however a better summary evaluation method is currently not available.

The effectiveness of the two summary methods are evaluated as follows. Several participants of the Toyossan and NAB meetings prepared a multiple-choice quiz (without seeing any of the skims) and two groups were asked to take the quiz after watching the meeting sketches. We used two groups with 8 people of similar educational levels. One group was shown only the meeting sketch generated by our method (AVT) and the other group was shown only the skim generated with uniform sampling (USP). The quiz scores are presented in Table 1. As can be seen from the table, the skims generated using the proposed method obtained higher scores in both videos. The score difference was much more significant in the case of NAB meeting, however it is minimal in the case of Toyossan meeting. Later, we studied the information captured by the two summarization methods by looking at how many of the answers to the quizzes were actually present in the skims. In both the Toyossan and NAB meetings, a significantly larger number of quiz answers were captured in the summary obtained by the proposed method. However, this difference is not accurately reflected by the quiz results. This is probably because of the small size of our groups and/or the fact that people cannot efficiently observe a large amount of information presented in a short time.

Another observation of our study was that uniform sampling gives a better sense of the span of the events in meetings. For example, if three out of five video segments in a meeting skim showed a participant presenting slides, one can easily imagine that the participant gave a presentation in approximately 60% of the meeting. On the other hand, it is not possible to make such conclusions by looking at the skims generated by the proposed methods, as all of the three video segments could have been taken from a small time frame. One solution to this problem is to display the actual time of a video segment in the meeting recording during the playback. Alternatively, the time stamps can be inserted between video segments when wipe transitions occur.

<table>
<thead>
<tr>
<th></th>
<th>NAB meeting</th>
<th>Toyosan meeting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard dev.</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Average score</td>
<td>80%</td>
<td>51%</td>
</tr>
</tbody>
</table>

Table 1. Quiz scores for the NAB and Toyosan skims using the proposed (ATV) and uniform sampling (USP) methods.

7. CONCLUSIONS AND FUTURE WORK

Frequently, meetings last hours and have many lengthy boring parts. Often people are interested in seeing only the interesting and important segments of a meeting instead of watching an entire recording. In this paper, we described a solution for automatically creating such meeting sketches. We proposed methods for visual and audio event detection, and combined these with a text analysis method in a multimodal scheme for skim generation. Meeting summaries obtained using our method resulted in better quiz scores than those obtained with uniform sampling. In addition to skim generation, the proposed method can be employed for efficient browsing of meeting videos. Important visual, audio, and keyword segments can be highlighted in an interface as guidance for navigation of long meetings. In our study, we assumed that the presentation slides, whiteboard and document capture were not available. In the future, we plan to utilize these as additional modalities for skim generation.

Video skim generation is a new research topic, and many of the issues remain to be understood. Selection of the video segment lengths included in skims, the relative importance of visual and audio events and transcription analysis, presentation of video skims, and methods for summary evaluation, are subjects for further research.
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