The motivation behind the research on overlapping speech has always been dominated by the need to model human-machine interaction for dialog systems and conversation analysis. To have more complex insights of the interlocutors’ intentions behind the interaction, we need to understand the type of overlaps. Overlapping speech signals the interlocutor’s intention to grab the floor. This act could be a competitive or non-competitive act, which either signals a problem or indicates assistance in communication. In this paper, we present a Deep Learning approach to modeling competitiveness in overlapping speech using acoustic and lexical features and their combination. We compare a fully-connected feed-forward neural network to the Support Vector Machine (SVM) models on real call center human-human conversations. We have observed that feature combination with DNN (significantly) outperforms SVM models, both the individual feature baselines and the feature combination model by 4% and 2% respectively.
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1. INTRODUCTION

Traditionally, in the field of conversational analysis, overlaps have been considered as a violation of the fundamental rule of turn-taking, which suggests that one person speaks at a time [1, 2]. But in our daily social interaction, specifically in spontaneous conversations, overlapping speech is one of the most frequently occurring natural phenomena. It has been suggested that about 40% of all between-speaker intervals are overlapping speech [3]. Overlapping speech not only influences the organizational flow of a conversation, but also may reveal speakers’ attitudes, dominance or aggression towards each other [4]. Further studies suggest that speakers’ intentions, motivations or states of user-experience [5] behind the conversations can also reflect the use of overlaps in the interaction. However, not all the overlapping speech represent competitiveness intention. They are also utilized to indicate cooperativeness; for example, providing the other speaker the cues about the mutual understanding [6].

Over the years speech scientist studied overlaps to improve the quality of human-machine dialog systems and the systems for analysis of the human-human conversations. Overlaps are generally categorized as Competitive (Cmp) – an attempt to grab the floor – and Non-Competitive (Ncm) – an attempt to assist the speaker to continue the current turn. The act of a cooperative (non-competitive) overlap is one of the most frequent phenomena, which makes the task of classifying the overlap a challenging problem due to its unbalanced natural distribution. Another challenge is the modeling of the perception of the discourse of these overlaps from the overlappee side.

Previous studies have been conducted on discriminating the speakers’ competitive and non-competitive turns using temporal cues, phonetic organization, and position of the overlaps [7, 8, 9]. In [10], the authors suggest that variations in prosodic profiles and repetitions used by speakers are a strong indication of the turn’s competitiveness. Various features have been explored for the automatic categorization of the overlaps as competitive and non-competitive, such as hand motions and disfluencies [11], body movements from both speakers and contextual prosodic features from the overlapper [12], gaze, voice quality and contextual features – preceding and within overlaps [13]. In [14, 15], the authors have used higher-dimensional acoustic features and the context for characterizing competitive and non-competitive overlaps.

Until recently, most signal and information processing studies have focused on ‘shallow’ supervised machine learning algorithms such as Support Vector Machines (SVM), which use a shallow linear pattern separation model. Use of such architecture has been proved effective in solving many classification problems. However, in a case of a natural speech, such a shallow representation can be problematic. Natural way of understanding human conversation suggest the need for a deep architecture. Due to the advancement of high-performance computing over the last years, such as modern graphics processing unit (GPU) [16], neural networks, containing several hierarchical layers, have been widely ap-
plied to all sorts of problems in Speech and Natural Language Processing (NLP) and Computer Vision with the huge success [17, 18, 19]. The approach is termed as “deep learning or deep neural networks (DNN)”.

The goal of this study is to automatically categorize competitive vs non-competitive overlaps by exploiting many layers of the non-linear information processing for high-dimensional features. For modeling competitiveness, we focus on a Deep Learning approach where we use high-dimensional acoustic and lexical features along with their combination. We compare the performance of the ‘deep’ system to the SVM systems for individual feature sets and their combination.

The paper is organized as follows. In Section 2, we provide a brief overview of the data set. We discuss the experimental methodology in Section 3. Section 4 presents the results and the analysis of the experimental observations. Conclusions are provided in Section 5.

2. CORPUS DESCRIPTION

The data set used in this study consists of Italian human-human spoken conversations in the domain of customer care support. The corpus includes a total of 565 conversations with 62 hours of data with an average duration of 395 seconds. These conversations were recorded in two separate channels (for the agent and a customer) at a sample rate of 8 kHz, 16 bits.

The conversations were manually segmented for overlap boundaries using the audio signals and annotated for competitiveness and non-competitiveness. The complete annotation process is described in [14]; and the inter-annotator agreement (kappa) is 0.70.

The annotation guidelines define competitive (Cmp) scenarios in overlaps such that the intervening speaker (overlapper) starts speaking prior to the completion of the turn of the current speaker (overlappee) where both the interlocutors are interested in holding the turn for themselves, and the speakers perceive the overlap as problematic. In Non-Competitive (Ncm) scenarios, the overlapper starts in the middle of an ongoing turn with no evidence shown by both the speaker for the intention of grabbing the turn for themselves. In the latter case the overlapper uses the overlap to support the current speaker to continue the turn, and both the speakers perceive the overlap as non-problematic.

3. EXPERIMENTAL METHODOLOGY

Figure 1 depicts the pipeline for modeling and predicting the competitiveness in the overlapping speech. The pipeline shows the flow of both the training and the evaluation processes. In the data preparation phase (see the details in Section 3.1), audio signal, manual transcription and the manual overlap discourse annotation are used to prepare the training, development and test sets. In the feature extraction phase, acoustic and lexical features are extracted. Next, SVM and DNN models are trained and evaluated for each of the individual features sets and their combinations.

3.1. Data Preparation

As shown in the Figure 1, the data preparation phase consists of several steps. The first step uses the audio signal and the speaker information along with the manual transcription and the manual overlap boundaries. The audio and manual transcriptions are passed to the Automatic Speech Recognition (ASR) [20] to obtain forced aligned tokens for each channel. In the Alignment and Context Extraction step, the tokens from the ASR output are aligned with the manual overlap boundaries, and the context of overlaps is extracted.

During the manual annotation, annotators first selected the overlap segment and then assigned a discourse label to it. In the manual annotation overlapping segments may consist of a combination of several short overlapping and non-overlapping segments. Moreover, an overlap boundary does not necessarily occur at token boundary. For our experiments, it is important to align the turn tokens to the overlap boundaries. This alignment takes place during the Alignment and Context Extraction step utilizing heuristics. For example, if the majority of a token falls into the overlap segment, it is assigned to it; and the start/end time of the segment is adjusted to the start/end time of the token. Then, for each overlap instance, the left and the right contexts are extracted using a window of 0.2s and 0.3s, respectively. The threshold are chosen based on previous experimental results and motivated by [15].
Overall, the process yields 15,899 overlap segments with a total duration of 5 hours and 8 minutes. Table 1 presents the distribution of these into the training, development and test sets.

<table>
<thead>
<tr>
<th>Set</th>
<th>No. of Dialogs (% of Dialogs)</th>
<th>Duration</th>
<th>No. of Instances</th>
<th>Class Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>341 (50.4)</td>
<td>2 hrs 55 mins</td>
<td>2379</td>
<td>Cmp 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ncm 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CH 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L 109 (19.3)</td>
</tr>
<tr>
<td>Dev</td>
<td>109 (19.3)</td>
<td>1 hrs 15 mins</td>
<td>724</td>
<td>Cmp 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ncm 23.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CH 8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L 22.82</td>
</tr>
<tr>
<td>Test</td>
<td>115 (20.4)</td>
<td>58 min</td>
<td>763</td>
<td>Cmp 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ncm 341 (60.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CH 76.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L 76.18</td>
</tr>
</tbody>
</table>

### Table 1: The distribution of the overlaps in the data set.

#### 3.2. Feature Extraction

In this section we present the feature extraction and combination processes.

##### 3.2.1. Lexical Features (Lex):

The lexical features are from both of the interlocutor’s channels. To capture the context, trigrams of tokens are extracted. Since this yields a very large feature vector, thus increases computational complexity, top 5,000 features are selected. The features are then transformed into a bag-of-words (i.e., bag-of-trigrams) vector space model [21].

##### 3.2.2. Acoustic Features (AC):

The recent success of the use of low level acoustic features and their projection onto statistical functionals has been applied to many paralinguistic tasks [22, 15, 23, 24]. The acoustic features are extracted using openSMILE [25] with a frame size of 25 milliseconds and 100 frames per second. The low level acoustic features include prosodic, spectral, voice quality, mfcc and energy. These low-level features along with their derivatives are then projected onto 24 statistical functionals such as range, absolute position of max and min, linear and quadratic regression coefficients and their corresponding approximation errors, moments-centroid, variance, standard deviation, skewness, kurtosis, zero crossing rate, peaks, mean peak distance, mean peak, geometric mean of non-zero values and number of non-zeros [14].

The low level features are extracted from both agent and customer channels. As shown in Equation 1, $CH1$ and $CH2$ represents the feature vectors of channel-1 and channel-2, respectively. We merge these feature vectors to create a new feature vector $S$ that is used for the categorization experiments.

$$CH1 = \{ a_1, a_2, ..., a_m \}$$

$$CH2 = \{ c_1, c_2, ..., c_m \}$$

$$S = \{ CH1, CH2 \}$$

$$S = \{ a_1, a_2, ..., a_m, c_1, c_2, ..., c_m \}$$

(1)

##### 3.2.3. Feature Combination:

In addition to the individual feature set, we also evaluate the linear combination of acoustic and lexical features. Let $S = \{ s_1, s_2, ..., s_m \}$ and $L = \{ l_1, l_2, ..., l_n \}$ denote the acoustic and lexical feature vectors respectively. After the linear combination, the feature vector is represented by $Z = \{ s_1, s_2, ..., s_m, l_1, l_2, ..., l_n \}$ with $Z \in R^{m+n}$.

### 3.3. Classification Algorithms

#### 3.3.1. Support Vector Machines

For the classification we use Support Vector Machine (SVMs) implementation of Weka [26]. The models are trained using the linear kernel with the default parameters; and the feature values are normalized within $[0, 1]$ interval.

#### 3.3.2. Deep Neural Networks

Figure 2 depicts the architecture of the fully-connected feed-forward neural network. In the architecture, the layers are densely connected, and each layer consists of a different number of units ($u$). The input to the DNN architecture is a vector $x$, which consists of individual feature sets or a linear combination of the acoustic and lexical features. The input is mapped to the output $y = f(x) = g(W.x)$, where the function $g(.)$ is some activation function, and $W \in R^2$ is a matrix of parameters. For the input, the feature values are scaled with zero mean and unit variance.

In the hidden layers of the DNN, we use rectified linear unit (ReLU) [27] as an activation function. We experimented with ReLU function due to its linear, non-saturating form, which helps greatly to accelerates the convergence of stochastic gradient descent compared to the other functions, such as sigmoid or tanh. For the output layer we use the softmax function. The number of hidden units per layer is given in Figure 2. These optimal values are obtained empirically on the development set using Adagrad [28] optimization and a batch size of 100.

![Fig. 2: The DNN architecture for the classification of competitiveness in overlapping speech. $u$ represents number of units in each hidden layer. The input layer vector $x$ can be acoustic feature vector $S (k = m)$ or lexical feature vector $L (k = n)$ or their linear combination ($k = m + n$)](image)
3.4. Evaluation Methodology

The system performances are evaluated using standard Precision (P), Recall (R) and F-measure (F1). Due to the imbalanced distribution of labels, overall system performance is evaluated as macro-averaged precision, recall and F-measure. For the clarity of presentation, we report only the F1 measure of each class and the overall system. The statistical significance of the results is evaluated using McNemar’s test in Section 4.

4. RESULTS AND DISCUSSION

The results of the classification experiments are reported in Table 2. The SVM model performances for the acoustic and lexical features are considered as a baseline and are taken from [15].

For the SVM, we observe a significant (p < 0.05) improvement in performance using linear feature combination, especially for competitive overlaps. A significant increase in F1 of 4.50% and 5.31% on the test set is observed compared to the individual SVM models using acoustic and lexical features only. For the non-competitive overlap class, on the other hand, the feature combination outperforms the lexical model only. The model trained on acoustic feature outperforms both the lexical and the linear combination models.

The DNNs use the same architecture for the individual features sets and their combination. DNN architecture for the acoustic feature set significantly outperforms both individual feature SVM models. An improvement of ≈ 2% in F1 is observed for competitive overlap with respect to the acoustic feature set using SVM model. We do not observe a similar pattern for the non-competitive class where SVM with acoustic features yields F1 of 0.85 compared to F1 of 0.84 for the DNN with acoustic features only. The overall performance for the lexical features is poor with respect to the rest of the experimental results. The weak performance of lexical features has been observed especially for competitive overlaps. This can be due to the fact that lexical pattern describing non-competitive classes are closed set whereas for competitive they are very open i.e., any words can be used to express the competitiveness. Moreover, from experimental point of views, lexical feature design used here is very basic. So there are future scope for using more advanced feature extraction technique such as convolution based features.

For the combined feature set, DNN architecture not only improves the F-measure of the competitive overlap class, but also of the non-competitive class, and, consequently, the performance of the whole system. An improvement of 7.39% and 8.20% is observed for competitive overlaps when compared to individual feature SVM models. A similar pattern is observed for the non-competitive overlap class with DNNs using feature combination when compared to the individual feature SVM models.

Comparing SVM and DNN models using the feature combination, we observe an increase of 2.89% in F1 for competitive overlap class, 2.48% in non-competitive overlap class and 2.24% for the system overall.

Table 2: F1 measure for the individual classes and the macro-averaged F1 for the system as a whole on the development and test sets. AC – Acoustic, Lex – Lexical, AC + Lex – Feature combination of acoustic and lexical feature sets.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Test-set</th>
<th>Dev-set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.46</td>
<td>0.85</td>
</tr>
<tr>
<td>Lex</td>
<td>0.46</td>
<td>0.83</td>
</tr>
<tr>
<td>AC + Lex</td>
<td>0.54</td>
<td>0.84</td>
</tr>
<tr>
<td>DNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.51</td>
<td>0.85</td>
</tr>
<tr>
<td>Lex</td>
<td>0.37</td>
<td>0.84</td>
</tr>
<tr>
<td>AC + Lex</td>
<td>0.57</td>
<td>0.87</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper we have investigated the power of acoustic and lexical features and their combination to automatically categorize overlapping speech as competitive or non-competitive using linear (SVM) and non-linear (DNN) algorithms. The combination of lexical and acoustic feature in a linear architecture significantly outperforms individual feature set models by 3% and 2% for acoustic and lexical features respectively. Exploiting many layers of a non-linear information processing for high-dimensional features in a Deep Learning approach, on the other hand, yields another significant improvement of 2% on top of a linear model with the feature combination. The unbalanced natural distribution presents a challenge for the DNN, however the representational power of the architecture also gives it an edge. To the best of our knowledge, this is the first study on competitive vs non-competitive overlaps using deep neural networks. Consequently, there is a space for further improvement considering different deep architectures.
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