A LOCALLY LINEAR EMBEDDING BASED POSTFILTERING APPROACH FOR SPEECH ENHANCEMENT
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ABSTRACT

This paper presents a novel postfiltering approach based on the locally linear embedding (LLE) algorithm for speech enhancement (SE). The aim of the proposed LLE-based postfiltering approach is to further remove the residual noise components from the SE-processed speech signals through a spectral conversion process, thereby increasing the signal-to-noise ratio (SNR) and speech quality. The proposed postfiltering approach consists of two phases. In the offline phase, paired SE-processed and clean speech exemplars are prepared for dictionary construction. In the online phase, the LLE algorithm is adopted to convert the SE-processed speech signals to the clean ones. The present study integrates the LLE-based postfiltering approach with a deep denoising autoencoder (DDAE) SE method, which has been confirmed to provide outstanding capability for noise reduction. Experimental results show that the proposed postfiltering approach can notably enhance the DDAE-based SE processed speech signals in different noise types and SNR levels.

Index Terms— Speech enhancement, deep neural network, locally linear embedding, postfiltering

1. INTRODUCTION

For a wide range of voice-based applications, such as hearing aids, hands-free communication and automatic speech recognition, speech enhancement (SE) plays a crucial role with the aim of improving the speech quality and intelligibility of corrupted speech. In the past, numerous SE approaches have been proposed. These approaches can be roughly divided into unsupervised ones, such as spectral subtraction [1], Wiener filter [2], Kalman filtering [3], and minimum mean-square-error (MMSE) spectral estimator [4], and supervised ones, such as sparse coding [5], nonnegative matrix factorization (NMF) [6], [7], deep neural network (DNN) [8], [9], and deep denoising auto-encoder (DDAE) [10], [11], [12]. Because a non-linear and complex function is adopted to characterize the mapping from noisy to clean speech, when a sufficient amount of training data is available, DNN- and DDAE-based approaches can yield outstanding performance [13].

Recently, we have employed the maximum likelihood parameter generation algorithm (MLPG) [14], [15] in a DDAE-based SE system, termed DAS, to overcome the discontinuity effect caused by frame-by-frame processing [12]. Experimental results confirm that DAS can provide higher quality and intelligibility than DDAE alone. In this paper, we further adopt a postfiltering stage based on the local linear embedding (LLE) algorithm [16] to improve the DAS performance.

LLE is a manifold learning algorithm, which has been successfully applied to speaker voice conversion in our previous work [17]. In this study, we investigate its ability in SE. We first employed LLE to directly convert noisy speech to clean speech. Due to its natural limitation, however, LLE could not achieve satisfactory performance when working alone, especially under low signal-to-noise ratio (SNR) noisy conditions. Nevertheless, we noted that LLE-based postfiltering could be suitably combined with DAS to further remove the residual noise components, and thus improve the SNR and speech quality in different noisy conditions.

The paper is organized as follows. The proposed LLE-based postfiltering approach for SE is introduced in Section II. The experimental evaluations are presented in Section III. Finally, Section IV gives the conclusions.

2. LLE-BASED POSTFILTERING APPROACH

Figure 1 shows the system architecture of the proposed LLE-based postfiltering approach for SE. The main concept is to perform voice conversion (from DAS-processed speech to clean speech) based on the LLE algorithm. The overall process can be divided into offline and online stages, which will be detailed in this section.
2.1. The offline stage

From Fig. 1, the paired DAS-processed speech signals and clean ones are prepared in the offline stage. After spectral feature extraction, a pair of dictionaries (DAS and clean dictionaries) is constructed from the joint spectral feature vectors. In the meanwhile, clean speech statistics are estimated, which will be used in the MLPG algorithm.

Let the DAS and clean dictionaries be composed by the source and target spectral feature vectors (called exemplars hereafter) as $\hat{X}=[\hat{x}_{1}, \ldots, \hat{x}_{n}]$ and $\hat{Y}=[\hat{y}_{1}, \ldots, \hat{y}_{n}]$, respectively. $\hat{X}$ and $\hat{Y}$ are the source and target exemplars at frame $n$, respectively. For both source and target signals, the total number of exemplars is $N$. Note that each exemplar (spectral feature vector) in dictionaries $\hat{X}$ and $\hat{Y}$ is composed by its $D$-dimensional static, delta, and delta-delta features, in order to consider the temporal information.

2.2. The online stage

In the online stage, given an input utterance (DAS-processed speech), spectral feature extraction is performed to obtain the spectral feature vectors $X$ (source spectral feature vectors). Then, the major LLE-exemplar-based SE module is performed to convert the source spectral features to the converted spectral features, such that the locality structure in the source spectral features is preserved in the converted spectral features. In the following subsections, we will describe the major LLE-exemplar-based SE part and the MLPG algorithm of the proposed postfiltering approach.

2.2.1. The major LLE-exemplar-based SE

The major LLE-exemplar-based SE consists of three steps. The first step identifies the locally linear patch by finding a set of $K$ nearest neighbors (measured by the Euclidean distance) from the DAS dictionary for each data point (source spectral feature vector). The second step characterizes the local geometry of each locally linear patch by computing the reconstruction weights that minimize the local reconstruction error as

$$e = \sum_{i=1}^{K} ||X_i - A_i a_i||^2,$$

where $X_i$ (a 3D-by-1 vector) denotes the source spectral feature vector (composed by its static, delta and delta-delta features) at frame $t$, $T$ is the total number of frames (source spectral feature vectors) of an input utterance for conversion; $A_i = [a_{i1}, \ldots, a_{iK}]$ (a 3D-by-$K$ matrix referred to as the sub-DAS dictionary) is the subset of the DAS dictionary $\hat{X}$ for $X_i$; $a_k$ (a 3D-by-1 vector) is the $k$-th nearest neighbor of $X_i$ in the sub-DAS dictionary; and $w_k$ (a $K$-by-1 vector) is the reconstruction weight vector at frame $t$, subject to $1^T w_k = 1$, where $1$ is a $K$-by-1 vector whose elements are all ones, for the purpose of translational invariance. Estimating the reconstruction weights by minimizing $e$ subject to the constraint is a constrained least squares problem and can be solved separately for each frame. The solution can be obtained by solving the linear system of equations $G_i w_i = 1$, and then rescale the weights to satisfy the constraint $1^T w_i = 1$, where $G_i$ is the local Gram matrix ($K$-by-$K$) for $X_i$:

$$G_i = (A_i - X_i 1^T)(A_i - X_i 1^T)^T.$$

Finally, in the third step, with the assumption that the spectral feature vectors of the SE-processed speech and those of the clean speech form manifolds with similar local geometries in two distinct spectral feature spaces, the converted spectral feature vectors $\hat{Y}$ is obtained by using the reconstruction weights and the corresponding $K$ target exemplars as

$$\hat{Y} = B_i w_i = \sum_{k=1}^{K} w_i(k)b_i(k),$$

where $B_i = [b_{i1}, \ldots, b_{iK}]$ (a 3D-by-$K$ matrix referred to as the sub-clean dictionary) is the subset of the clean dictionary $\hat{Y}$ corresponding to the sub-DAS dictionary $A_i$, in which each $b_k$ (a 3D-by-1 vector) is the $k$-th exemplar (corresponding to $a_k$) in the sub-clean dictionary.

2.2.2. The MLPG algorithm

It has been noted that LLE-exemplar-based voice conversion still suffers from the discontinuity [17]. To overcome this problem, the MLPG algorithm for the proposed method is given as
\[
\mathbf{\hat{y}} = (\mathbf{M}^T \mathbf{U})^{-1} \mathbf{M}^T \mathbf{U} \mathbf{y},
\]

where \( \mathbf{\hat{y}} \) (a \( DT \)-by-1 vector) is the converted static spectral feature sequence; \( \mathbf{M} \) is a \( 3DT \)-by-\( DT \) weighting matrix used for appending the dynamic features to the static ones; \( \mathbf{\hat{y}} = [\hat{y}_1^T, \ldots, \hat{y}_3^T]^T \) (a \( 3DT \)-by-1 vector) is the converted spectral feature sequence obtained by (3); \( \mathbf{U} = \text{diag}(\mathbf{A}^{(0)}, \ldots, \mathbf{A}^{(0)}, \ldots, \mathbf{A}^{(0)}) \) (a \( 3DT \)-by-\( 3DT \) matrix) is the global precision matrix, where \( \mathbf{A}^{(0)} = \cdots = \mathbf{A}^{(0)} = \cdots = \mathbf{A}^{(0)} \) (a \( 3 \)-by-\( 3 \) matrix) is the precision/variance estimated from the clean speech data, which is assumed to be diagonal.

3. EXPERIMENTS

3.1. Experimental setting

Our experiments were conducted on a Mandarin hearing in noise test (MHINT) database, which contained 300 utterances pronounced by a male native Mandarin speaker recorded in a clean condition room with a 16 kHz sampling rate. We compared the baseline DAS system [12] (denoted as DAS) with the DAS system with the proposed LLE-based postfiltering approach (denoted as DAS w/ LLE).

3.1.1. The baseline DAS system

The first 250 utterances of the MHINT dataset were used for training the DAS system. The training utterances were artificially added by car and two-talker noises recorded in a real environment. The SNRs ranged from -10 to 20 dB with a 5 dB interval. As a result, for each noise type, 1750 noisy utterances were generated for each step of the training set. The neural networks of the DAS system consisted of seven hidden layers with 1200, 300, 300, 514, 300, 300, and 1200 hidden nodes. Two DAS systems, one for the car noise and the other for the two-talker noise, were obtained by the training data.

For signal analysis, the frame length and the frame shift for segmenting a speech waveform with a hamming window were 32 and 16 milliseconds, respectively. Each frame of speech was converted to a static feature vector with 257-dimensional log-power spectral features. The contextual feature vectors were then appended to the static one to form the final spectral feature vector, whose dimension was 771.

3.1.2. The proposed LLE-based postfiltering approach

Five-fold cross validation was performed to evaluate the proposed LLE-based postfiltering approach. In each run, among 50 utterances in the test set, we constructed the DAS and clean dictionaries using 40 utterances while the remaining 10 utterances were used for test. The SNRs for building the dictionaries were -10, 0, and 10 dB. Therefore, for each noise type, 120 clean and the corresponding DAS-processed utterances were used for building the dictionaries. The signal analysis part is the same as that used in developing the DAS system, except that the log-power spectral features among all frames were normalized to the same energy. Moreover, the number of nearest neighbors, namely \( K \) in (1), for the LLE algorithm was set to 1024 empirically.

3.2. Objective evaluation

We compared DAS and DAS w/ LLE in terms of three objective evaluation metrics, namely, the perceptual evaluation of speech quality (PESQ) [18], the short-time objective intelligibility measure (STOI) [19], and the segmental signal-to-noise ratio (SSNR, in dB) [20]. The score ranges of PESQ and STOI are \([-0.5, 4.5]\) and \([0, 1]\), respectively. Higher scores of PESQ and STOI denote better speech quality and better intelligibility, respectively. On the other hand, SSNR denotes the degree of noise reduction.

Tables 1 and 2 show the objective evaluation scores obtained by DAS and DAS w/ LLE in the two-talker and car noises at different SNRs, respectively. From Table 1, we first observe that DAS w/ LLE achieves better SSNR scores than DAS at all SNRs. Similar trends can also be found in the car noise condition as shown in Table 2. The result reveals that the residual noises in the DAS-processed speech can be further removed by the LLE-based postfiltering approach, thereby increasing the SSNR scores. We also observe that DAS w/ LLE obtains slightly higher PESQ scores than DAS in higher SNR conditions in both Table 1 and Table 2. The result suggests that the proposed postfiltering approach can slightly improve the sound quality. Finally, it is found that DAS w/ LLE is inferior to DAS under all SNRs and noise types in terms of STOI. The result suggests that the proposed postfiltering approach tends to degrade the
speech intelligibility slightly. Fig. 2 shows the spectrograms of clean speech, noisy speech, speech enhanced by DAS, and speech enhanced by DAS w/ LLE, respectively. From the figure, we observe that both DAS and DAS w/ LLE can remove noise components. We also observe that DAS w/ LLE reveals more detailed sound structures and removes more noise components than DAS.

3.3. Subjective evaluation

We performed subjective tests in terms of noise reduction capability and preference, respectively. In the noise reduction capability test, the subjects were asked to select one from two utterances that had a better noise reduction capability. In the preference test, the subjects were asked to select one from two utterances according to the overall preference. That is, the subjects were hinted to select one from two utterances considering the speech quality, speech intelligibility, and noise reduction capability jointly.

The test utterances were generated under two noise types (i.e., two-talker and car noises) at three different SNRs (i.e., -6, 0, and 6 dB). Note that -6dB and 6dB were not seen in both DAS training and LLE dictionary construction. Fifteen pairs of utterances were tested for each noise type and SNR. We conducted AB tests, i.e., each pair of SE-processed speech utterances by methods A and B were presented in a random order to the subjects. Twelve subjects were involved in the tests. Figs. 3 and 4 show the results of the noise reduction capability test and the preference test, respectively.

From Fig. 3, we observe that DAS w/ LLE outperforms baseline DAS in all experimental conditions. The result confirms that the residual noises in the DAS-processed speech signals can be further removed by the LLE-based postfiltering approach through a spectral conversion process. The result is consistent with that of the SSNR-based objective evaluation shown in Tables 1 and 2. From Fig. 4, we also observe that DAS w/ LLE achieves a significant gain over DAS in all experimental conditions. The result again demonstrates the effectiveness of the proposed LLE-based postfiltering approach for SE. It is worth mentioning that the main factor considered in the preference test is the noise reduction capability according to the subjects’ responses. A possible reason is that the speech quality and speech intelligibility of both approaches are similar to each other (cf. the scores of PESQ and STOI in Tables 1 and 2); therefore, noise reduction capability becomes an important factor while comparing the proposed and baseline approaches.

4. CONCLUSIONS

In this paper, we have proposed a novel LLE-based postfiltering approach for SE. Our main contribution is that we investigate the use of the LLE algorithm with the paired SE-processed and clean dictionaries for postfiltering for the SE task. The subjective evaluation results revealed that the DAS system with the proposed LLE-based postfiltering approach (DAS w/ LLE) achieves a significant gain over the baseline DAS system. DAS w/ LLE also shows its potential in the objective evaluation. For future work, we will evaluate our LLE-based postfiltering approach on more SE approaches and noise types. Extending the current approach to a speaker independent one is attractive but challenging.
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