A MINIMUM VARIANCE PARTIALLY DISTORTIONLESS RESPONSE FILTER FOR SINGLE-CHANNEL NOISE REDUCTION
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ABSTRACT
This paper deals with the problem of single-channel noise reduction. Thanks to the eigenvalue decomposition, we arrange the eigenvalues of the speech correlation matrix in such a way that all the spectral modes are ordered in a descending manner. By maintaining no speech distortion in the spectral modes with high input SNRs while allowing some degree of speech distortion in the modes with low input SNRs, we develop a minimum variance partially distortionless response (MVPDR) filter. We first formulate the problem and derive this filter within the general filtering framework. Then, the MVPDR filter is applied to the single-channel noise reduction problem in both the time and time-frequency domains. In comparison with the minimum variance distortionless response (MVDR) filter based on the subspace decomposition, the developed MVPDR filter can provide much more freedom for controlling the compromise between noise reduction and speech distortion to achieve higher speech quality. Simulations are conducted and preliminary results justify the advantages of the deduced MVPDR filter.

Index Terms—Noise reduction, speech enhancement, single-channel, optimal linear filtering, minimum variance partially distortionless response filter.

1. INTRODUCTION
The existence of noise can cause significant degradation of speech quality and impairment of speech intelligibility, thereby affecting the normal functions of speech communication and processing systems. To mitigate the effect of noise, many noise reduction algorithms have been developed over the past few decades [1–3] including spectral subtractive algorithms [4–6], optimal filtering techniques [7–9], statistical-model-based methods [10–13], subspace approaches [14–16], and deep neural networks (DNNs) based methods [17–19]. While those methods have achieved some degree of success, noise reduction remains a challenging problem due to its extreme difficulty.

This paper studies the problem of noise reduction. Following the principle of the subspace method [14, 15], we apply the eigenvalue decomposition to the speech correlation matrix and then rearrange the corresponding eigenvalues according to the spectral mode signal-to-noise ratios (SNRs) of the noisy speech. By maintaining no speech distortion in the spectral modes with high input SNRs while allowing some degree of speech distortion in the modes with low input SNRs, we develop a minimum variance partially distortionless response (MVPDR) filter. This filter is first developed within the general filtering framework. It is then applied to deal with the problem of single-channel noise reduction in both the time and time-frequency domains. This new filter can be viewed as an extension of the minimum variance distortionless response (MVDR) filter developed recently for single-channel noise reduction [7], which can be viewed as a unification of the subspace and linear filtering methods.

2. SIGNAL MODEL AND PROBLEM FORMULATION
We consider the general signal model of an observation signal vector of length $L$ [7]:

$$y = [y_1 \ y_2 \ \cdots \ y_L]^T = x + v,$$

where the superscript $^T$ is the transpose operator, and $x$ and $v$ are the speech and additive noise signal vectors, respectively, which are defined similarly to the noisy signal vector, $y$. We assume that the components of the two vectors $x$ and $v$ are zero mean, stationary, and circular. We further assume that these two vectors are uncorrelated, i.e., $E(xx^H) = E(vv^H) = 0_{L \times L}$, where $E(\cdot)$ denotes mathematical expectation, the superscript $^H$ is the conjugate-transpose operator, and $0_{L \times L}$ is a matrix of size $L \times L$ with all its elements equal to 0. In this context, the correlation matrix (of size $L \times L$) of the observations is

$$\Phi_y = E(yy^H) = \Phi_x + \Phi_v.$$  

(2)

where $\Phi_x = E(xx^H)$ and $\Phi_v = E(vv^H)$ are the correlation matrices of $x$ and $v$, respectively. In the rest of this paper, it is assumed that $\text{rank}(\Phi_x) \leq L$ while $\text{rank}(\Phi_v) = L$.

One of the most important measures in noise reduction is the SNR; it gives a pretty accurate idea on how noisy the observations are. With the signal model given in (1), the input SNR is defined as

$$\text{iSNR} = \frac{\text{tr}(\Phi_x)}{\text{tr}(\Phi_v)}$$

(3)

where $\text{tr}(\cdot)$ denotes the trace of a square matrix.

Here, what we consider as our desired signal is the first entry of $x$, i.e., $x_1$. Then, the objective of noise reduction is to estimate $x_1$ from $y$. This should be done in such a way that the noise is reduced as much as possible with no or little distortion to the desired signal sample [2, 8, 9, 20].

3. LINEAR FILTERING
Our objective is to estimate $x_1$ from $y$. From the conventional linear filtering theory, we know that the desired signal is estimated as

$$z = h^H y = h^H (x + v) = x_d + v_n,$$

(4)

where $z$ is the estimate of $x_1$, $h$ is a complex-valued filter of length $L$, $x_d = h^H x$ is the filtered desired signal, and $v_n = h^H v$ is the residual noise. We deduce that the variance of $z$ is

$$\phi_z = E(|z|^2) = \phi_{x_d} + \phi_{v_n},$$

(5)
where $\phi_{\text{res}} = h^H \Phi_x h$ and $\phi_{\text{vn}} = h^H \Phi_v h$.

The output SNR, obtained from (5), helps quantify the SNR after filtering. It is given by

$$\text{oSNR}(h) = \frac{\phi_{\text{res}}}{\phi_{\text{vn}}} = \frac{h^H \Phi_x h}{h^H \Phi_v h}.$$  \hspace{1cm} (6)

Then, the main objective of noise reduction is to find an appropriate $h$ that makes the output SNR greater than the input SNR, i.e., $\text{oSNR}(h) > iSNR$. Consequently, the quality of the noisy signal may be enhanced.

4. MINIMUM VARIANCE PARTIALLY DISTORTIONLESS RESPONSE FILTER

To derive the new filter, we need to exploit the spectrum of $\Phi_x$. Using the well-known eigenvalue decomposition \[21\], the speech correlation matrix can be diagonalized as

$$Q^H \Phi_x Q = \Lambda,$$  \hspace{1cm} (7)

where

$$Q = \begin{bmatrix} q_1 & q_2 & \cdots & q_L \end{bmatrix}$$

is a unitary matrix, i.e., $Q^H Q = QQ^H = I_L$, with $I_L$ being the $L \times L$ identity matrix, and

$$\Lambda = \text{diag} \{ \lambda_1, \lambda_2, \ldots, \lambda_L \}$$

is a diagonal matrix. The orthogonal vectors $q_1, q_2, \ldots, q_L$ are the eigenvectors corresponding, respectively, to the eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_L$ of the matrix $\Phi_x$, where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \geq 0$.

Using (7), we can express the input SNR as

$$\text{iSNR} = \frac{\text{tr} (Q^H \Phi_x Q)}{\text{tr} (Q^H \Phi_v Q)} = \frac{\sum_{l=1}^{L} \lambda_l}{\sum_{l=1}^{L} q_l^H \Phi_v q_l}.$$  \hspace{1cm} (10)

From which we deduce the $l$th spectral mode input SNR:

$$\text{iSNR}_l = \frac{\lambda_l}{q_l^H \Phi_v q_l}, \quad l = 1, 2, \ldots, L.$$  \hspace{1cm} (11)

Let us denote by $\lambda_{(l)}$, $l = 1, 2, \ldots, L$ (with corresponding eigenvectors $q_{(l)}$, $l = 1, 2, \ldots, L$), the eigenvalues of $\Phi_x$ ordered in such a way that the $L$ spectral mode input SNRs are ordered from the largest to the smallest, i.e.,

$$\text{iSNR}_{(1)} \geq \text{iSNR}_{(2)} \geq \cdots \geq \text{iSNR}_{(L)}.$$  \hspace{1cm} (12)

where

$$\text{iSNR}_{(l)} = \frac{\lambda_{(l)}}{q_{(l)}^H \Phi_v q_{(l)}}, \quad l = 1, 2, \ldots, L.$$  \hspace{1cm} (13)

Our goal in this paper is to find a noise reduction filter that does not distort the $P$ spectral modes of the desired signal corresponding to the $P$ largest spectral mode input SNRs. We call this filter MVPDR.

Given the required ordering, we can reformulate the diagonalization of $\Phi_x$ as

$$Q_{(P)}^H \Phi_x Q_{(P)} = \Lambda_{(P)}.$$  \hspace{1cm} (14)

where

$$Q_{(P)} = \begin{bmatrix} q_{(1)} & \cdots & q_{(P)} & q_{(P+1)} & \cdots & q_{(L)} \end{bmatrix} = \begin{bmatrix} Q_{(P)} & Q_{(L-P)}' \end{bmatrix}$$

and

$$\Lambda_{(P)} = \text{diag} \{ \lambda_{(1)}, \lambda_{(2)}, \ldots, \lambda_{(L)} \}.$$  \hspace{1cm} (16)

It is clear that

$$I_L = Q_{(P)}' Q_{(P)} + Q_{(L-P)}' Q_{(L-P)}.$$  \hspace{1cm} (17)

The matrices $Q_{(P)}' Q_{(P)}$ and $Q_{(L-P)}' Q_{(L-P)}$ are two orthogonal projectors of rank $P$ and $L - P$, respectively. Hence, $Q_{(P)}' Q_{(P)}$ is the orthogonal projector onto the speech subspace of $\Phi_x$ with the $P$ largest spectral mode input SNRs and $Q_{(L-P)}' Q_{(L-P)}$ is the orthogonal projector onto the speech subspace of $\Phi_x$ with the $L - P$ smallest spectral mode input SNRs.

Using (17), we can write the speech vector as

$$x = Q_{(P)}' \Phi_x x$$

$$= Q_{(P)}' Q_{(P)} x + Q_{(L-P)}' Q_{(L-P)} x$$

$$= x_u + x_d.$$  \hspace{1cm} (18)

As a result, the desired signal sample is decomposed as

$$x_1 = i^T x = x_{u,1} + x_{d,1},$$

where $i$ is the first column of $I_L$, $x_{u,1} = i^T Q_{(P)}' Q_{(P)} x$ is the desired signal component that we want undistorted, and $x_{d,1} = i^T Q_{(L-P)}' Q_{(L-P)} x$ is the desired signal component that we can afford to distort. From (18), we observe that the distortionless constraint for the $P$ spectral modes of interest of the desired signal is

$$h^H Q_{(P)} = i^T.$$  \hspace{1cm} (20)

Indeed, left-multiplying (18) by $h^H$ and applying (20), we get the estimate of the desired signal:

$$z = h^H x = h^H Q_{(P)}' Q_{(P)} x + h^H Q_{(L-P)}' Q_{(L-P)} x$$

$$= i^T Q_{(P)}' Q_{(P)} x + h^H Q_{(L-P)}' Q_{(L-P)} x$$

$$= x_{u,1} + h^H x_d.$$  \hspace{1cm} (21)

It is clear from the previous expression [with the constraint given in (20)] that the $P$ spectral modes of the desired signal corresponding to the $P$ largest spectral mode input SNRs are not distorted at all since they are not affected by the filtering operation.

Now, the MVPDR can be derived by minimizing the residual noise, i.e., $\phi_{\text{vn}}$, subject to the distortionless constraint given in (20).

Mathematically, this is equivalent to

$$\min_h h^H \Phi_x h \quad \text{subject to} \quad h^H Q_{(P)} = i^T.$$  \hspace{1cm} (22)

Solving the above constrained optimization problem, we find the MVPDR filter:

$$h_{\text{MVPDR},P} = \Phi_{(P)}^{-1} Q_{(P)}' \left( Q_{(P)}'^H \Phi_{(P)}^{-1} Q_{(P)} \right)^{-1} Q_{(P)}' i.$$  \hspace{1cm} (23)

Alternatively, we can express (23) as

$$h_{\text{MVPDR},P} = \Phi_{(P)}^{-1} Q_{(P)}' \left( Q_{(P)}'^H \Phi_{(P)}^{-1} Q_{(P)} \right)^{-1} Q_{(P)}' i.$$  \hspace{1cm} (24)

There are two interesting particular cases of this filter. For $P = L$, we get the identity vector, i.e., $h_{\text{MVPDR},L} = i$, which does not affect the observations; as a consequence, there is neither noise reduction nor speech distortion. The second case is when $P = \text{rank} (\Phi_x) \leq L$, which changes $h_{\text{MVPDR},P}$ to the MVDR filter [7] since $x_{d,1} = 0$.

As far as the output SNR is concerned, we should always have

$$\text{oSNR} (h_{\text{MVPDR},1}) \geq \text{oSNR} (h_{\text{MVPDR},2}) \geq \cdots \geq \text{oSNR} (h_{\text{MVPDR},L}) = \text{iSNR}.$$  \hspace{1cm} (25)

Therefore, the smaller $P$, the better the output SNR.

We remember that the MVPDR filter does not affect the compo-
A more general approach to estimate the desired signal is by filtering the observation signal vector of length \( L \): 

\[
y(k, n) = \left[ Y(k, n) \ Y(k, n-1) \ \cdots \ Y(k, n-L+1) \right]^T = x(k, n) + v(k, n),
\]

where \( x(k, n) \) and \( v(k, n) \) resemble \( y(k, n) \). Thanks to this method, the non-negligible interframe correlation is taken into account, which is not the case when just a gain is used. As a consequence, we can better compromise between noise reduction and speech distortion.

Then, with the proposed approach, the estimate of \( X(k, n) \) is 

\[
Z(k, n) = h_{\text{MVPDR}, p}(k, n)y(k, n),
\]

where 

\[
h_{\text{MVPDR}, p}(k, n) = \Phi_1^{-1}(k, n)Q_p^{-1}(k, n)\left[ Q_p^H(k, n)\Phi_1^{-1}(k, n) \times Q_p^{-1}(k, n) \right]^{-1}Q_p^H(k, n)\hat{1},
\]

We use the output SNR defined in (6) and the speech distortion index defined in (26) as the performance measures. They are computed in the time-domain, i.e., all the time-frequency domain signals are converted back to the time domain and the performance measures are then computed by replacing the mathematical expectation in their definitions by a long time average. Moreover, the perceptual evaluation of speech quality (PESQ) [25] standard is also used to evaluate the overall quality of the processed speech signals by the developed MVPDR filter. Note that the raw PESQ mean opinion score (MOS) is mapped to the PESQ MOS-LQO (listening quality objective) score in our simulations [26].

In the first simulation, we study the performance of the MVPDR filter as a function of \( P \) with different filter lengths (\( L = 2, 4, 6 \) and 8). The input SNR is \( 10 \) dB. The results are plotted in Fig. 1. For the purpose of comparison, the results of the single-channel MVPDR filter with \( P = \text{rank}(\Phi_1) \) [7, 22, 24, 27, 28] are also plotted in the figure. As seen in Fig. 1, both the output SNR and speech distortion index decrease with the value of \( P \) monotonically for all the studied filter lengths, which coincides with the theory analysis. In contrast, the PESQ score decreases with \( P \) if the value of \( L \) is s-
small; but it first increases with the value of \( P \) and then decreases if the filter length is not too small (> 4). In theory, better performance should be achieved with a longer filter. In practice, however, the choice of the filter length is a tradeoff between the noise reduction performance and computational complexity. There will be even some performance degradation if the filter is too long. This is due to: 1) there is not much correlation between the current frame and the far-distance ones; 2) the estimation error of the correlation matrices grows with the increase of the filter length.

As seen, the MVPDR filter achieves a higher a PESQ score than the MVDR filter if the value of \( P \) is properly chosen.

In the second simulation, we consider a more practical acoustic environment where there is reverberation. We first measured the acoustic impulse response of a reverberant room. The reverberation time \( T_{60} \) of this room is approximately 240 ms. Then, we convolved the speech signals from the speakers MSDS0 and FKS0 in the TIMIT database with the measured impulse response and this convolved speech was used as the desired, target clean speech. The car noise was subsequently added to control the input SNR. In this simulation, the impact of the value of \( P \) on noise reduction is studied with different input SNR levels. The filter length is set to be 6. Figure 2 plots the output SNR, the speech distortion index, and the PESQ score, all as a function of \( P \). Again, results of both the MVPDR and the single-channel MVDR filters are presented. As seen, the trends of both the output SNR and the speech distortion index are similar to those in the previous simulation, which, again, coincides with our theoretical analysis.

Again, the PESQ score obtained by the MVPDR filter is higher than that of the MVDR filter when \( P \) is appropriately selected.

8. CONCLUSIONS

Through eigenvalue analysis of the speech correlation matrix and arrangement of the spectral mode input SNRs, a minimum variance partially distortionless response (MVDR) filter was developed, which maintains no speech distortion for spectral modes with high input SNRs and allows some speech distortion for spectral modes with low input SNRs. We showed how to apply this MVPDR filter to the noise reduction problem in both the time and time-frequency domains. Simulations showed that this MVPDR filter can yield significant improvement in PESQ score and outperforms the recently developed MVDR filter for single-channel noise reduction if the parameter is properly chosen.

9. RELATION TO PRIOR WORK

Noise reduction, which aims at improving either speech quality or speech intelligibility or both at the same time, has been an active area of research in speech and signal processing for decades. Researchers and engineers have attempted to attack this problem from different perspectives and many algorithms have been developed such as spectral subtraction algorithms [4–6], optimal filtering techniques [7–9], statistical-model-based methods [10–13], subspace approaches [14–16], and deep neural networks (DNNs) based methods [17–19]. However, due to the complicated and unknown nature of noise, noise reduction remains a challenging problem. Recently, a framework that unifies the widely studied subspace and linear filtering methods was investigated and a single-channel MVDR filter was developed [7, 22, 24, 27, 28]. This filter was shown to be able to improve performance of the traditional subspace and linear filtering methods. In this paper, the idea of the single-channel MVDR filter is further generalized and an MVPDR filter was developed, which maintains no speech distortion for spectral modes with high input SNRs and allows some distortion for spectral modes with low input SNRs. In comparison with the single-channel MVDR filter, this MVPDR filter can provide more freedom for controlling the compromise between noise reduction and speech distortion to achieve higher speech quality, which is corroborated with simulations.
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