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ABSTRACT

We study online robust matrix completion on graphs. At each iteration a vector with some entries missing is revealed and our goal is to reconstruct it by identifying the underlying low-dimensional subspace from which the vectors are drawn. We assume there is an underlying graph structure to the data, that is, the components of each vector correspond to nodes of a certain known and fixed graph, and their values are related accordingly. We propose an algorithm that exploits the graph to reconstruct the incomplete data, in the scenario where there is outlier noise. The theoretical properties of the algorithms are studied and numerical experiments using both synthetic and real world datasets verify the improved performance of the proposed technique compared to other state of the art algorithms.

Index Terms—Matrix Completion, Graphs, Robust Subspace Tracking.

1. INTRODUCTION

Modern technologies have produced a vast array of data-generating devices (e.g., smart phones, cameras, sensors) and processes (e.g., web searches, surveys, social media interaction). Frequently, it is known or conjectured that there is an underlying structure to the data, and further, that this structure reflects some simpler underlying process. To make this more concrete, consider the notion of sparsity in a movie-rating database such as used by Netflix. If the rows of the ratings matrix represent movies and the columns people, then it is reasonable to suppose, and indeed has been found to be the case ([1, 2]), that the ratings matrix is of low rank. This would reflect that ratings vectors really “live” in a small subspace of the ambient space they are generated in. Consequently, understanding this subspace better allows the exploitation of the data, for example, through more tightly focused marketing. On the other hand, the matrix will be incomplete, since any given user will rate only a very small subset of all the movies available. Thus, one would desire completion of the matrix: a low-rank matrix with sufficiently many observed entries can be exactly reconstructed, and in the last decade, this has been a very active area of research in the signal processing and machine learning communities. However, low-dimensional subspaces are not the only form of structure; indeed, there can also be an underlying graphical structure that represents connections/relations between entities. For example, one may generate a graph where movies are nodes and and two movies are linked if they both star a famous actor. Such a structure is sometimes easy to discover, and it immediately begs the question of how (if at all) it can be used to help fill in the missing entries of the matrix.

1.1. RELATED WORK

The problem of matrix completion is a well studied one and several solutions have been proposed during the past years, see for example [3, 4, 5]. The online setup has its roots in the so-called subspace tracking problem, e.g., [6], in which the columns of a matrix are revealed sequentially one per iteration step and the goal is the identification of the underlying subspace. Extensions of these works, which deal with the presence of missing entries and/or outliers have been studied in [7, 8, 9, 10, 11, 12, 13, 14]. The batch version of the matrix completion on graphs problem was originally presented in [15] and extended to its robust version, which deals with the presence of outliers, in [16].

1.2. OUR CONTRIBUTION

In this work, we extend the idea presented in [15] and we propose a robust online algorithm for matrix completion exploiting graph information. Here, we propose an online solution, i.e., the columns of the matrix appear and are processed sequentially, one per iteration step. To that direction, at each iteration step we define a proper cost function and we minimize it to produce the updated estimates. Furthermore, we study the case where there is outlier noise, which corrupts a small subset of the observed vector. We propose a robust solution, which estimates the outlier noise and cleans the data before updating the quantities of interest. To the best of our knowledge, this is the first work dealing with the online matrix completion on graphs problem. Including graph information makes the problem more challenging both in deriving the algorithm as well as analyzing it.

For lack of space, we omit proofs and refer the reader to [17], which includes expanded coverage of the results of this paper.

Notation: Lowercase and uppercase boldfaced letters stand for vectors and matrices respectively. \(\|A\|\) is the operator norm and \(\|A\|_F\) the Frobenius norm of matrix \(A\). \(\|x\|_1\), \(\|x\|_2\) denote the Euclidean and the \(\ell_1\) norms of vector \(x\), respectively. The symbol \(\otimes\) stands for the Kronecker product. Finally, \(I_{mr}\) is the \(mr \times mr\) identity matrix and \(O_{a \times b}\) is the zero matrix of dimension \(a \times b\).

2. MATRIX COMPLETION ON GRAPHS

The original task of matrix completion (MC), e.g., [3, 18], is the recovery of a data matrix from a sample of its entries. Formally, given a matrix \(X\) of dimension \(m \times n\) we have access to \(k \ll m \times n\) entries and the goal is the prediction of the rest unobserved ones. It has been shown that with low rank and some mild assumptions regarding the positions of the observed entries, this can be achieved [4, 3]. The problem can be summarized as follows: Compute a minimum rank matrix \(A\) which is equal to the observation matrix \(X\) in the set of
observed entries $\Omega$; i.e.,
\[
\min_{A} \text{rank}(A) \\
\text{s.t. } A_{ij} = X_{ij}, \forall i,j \in \Omega
\]
where $X_{ij}, A_{ij}$ is the $i,j$–th entry of $X$ and $A$ respectively. The above is NP-hard [3]. However, it has been shown [4] that it can be relaxed and solved efficiently via convex optimization. The relaxation can be written as follows:
\[
\min_{A} \| A \|_*, \\
\text{s.t. } A_{ij} = X_{ij}, \forall i,j \in \Omega
\]
where $\| A \|_*$ denotes the nuclear norm of the matrix $A$ with definition: $\| A \|_* = \sum_{k=1}^{\min(m,n)} \sigma_k(A)$, with $\sigma_k(\cdot)$ being the $k$–th larger singular value. This model can be generalized so that to take into account the presence of noise. In that case the equality constraint can be relaxed and the optimization problem becomes:
\[
\min_{A} \lambda_1 \| A \|_* + \frac{1}{2} \| P_{\Omega}(A - X) \|_F^2 ,
\]
(3)
where $P_{\Omega}$ is an operator which sets the entries of its matrix argument not in $\Omega$ to zero, and keeps the rest unchanged and $\lambda_1 > 0$ is a regularization term.

Low rank implies the linear dependence of rows/columns of $X$. However, this dependence is unstructured. In many situations, the rows and/or columns of matrix $X$ can be incorporated into the completion problem in the form of a regularization term.

The weights capture strength of association between the row elements, and we represent them via the diagonal matrix such that $\sigma_k(\cdot)$ is constant for any $k$. This is a positive diagonal matrix.

The problem of matrix completion over graphs can be formulated as follows, [15]:
\[
\min_{A} \lambda_1 \| A \|_* + \frac{1}{2} \| P_{\Omega}(A - X) \|_F^2 + \lambda_2 \text{tr} (A^T LA) ,
\]
(4)
where $tr (A^T LA)$ is a graph smoothing regularization constraint and $\lambda_2 > 0$ is the regularization parameter associated with it. In fact it holds that
\[
\sum_{i,j} W_{ij} | a_i - a_j |^2 = \text{tr} (A^T LA) ,
\]
with $a_i$ being the $i$–th row of the matrix $A$. In words we demand that the rows corresponding to neighboring nodes to be “close” (in some sense) to each other. This problem, which was originally been proposed in [15] has been generalized in [16] to tackle scenarios where outliers are present.

Before we turn our focus to the online problem, we present some useful properties of the nuclear norm. The nuclear norm of a matrix $M$ of rank $r$ can be written as [19]
\[
\| M \|_* = \min_{U \in \mathbb{R}^{m \times r}, R \in \mathbb{R}^{r \times n}} \left\{ \| U \|_F^2 + \| R \|_F^2 \right\} \\
\text{s.t. } M = UR .
\]
(5)

Note that the number of columns of the matrix $U$, denoted by $r$, is also a variable. The problem of estimating $r$ goes beyond the scope of this paper and from now on we will consider that $r$ will be equal to the rank of $X$ and will be known. This assumption was also made in other papers (e.g., [8, 7]) dealing with online matrix completion. Taking this into account and substituting (5) into (4) leads us to:
\[
\min_{U, R} \| U \|_F^2 + \| R \|_F^2 + \frac{1}{2} \| P_{\Omega}(UR - X) \|_F^2 \\
+ \lambda_2 \text{tr} (R^T U^T LUR) .
\]
(6)

2.1. ONLINE MATRIX COMPLETION ON GRAPHS

The above deals with the batch problem, i.e., the one in which all the measurements are available a priori and are used in the computations as a whole. However, in many applications, having access to all the data may be impractical and/or infeasible. More specifically, in big data applications, the data might not be able to be stored and the algorithm needs to retrieve them from slow memory devices or to access them over networks. Moreover, in batch operation the unknown subspace has to be re-computed from scratch whenever a new datum becomes available. Our goal here is to present an online solution, but before we do so, we discuss robustification.

A drawback of the matrix completion techniques, which rely on the Frobenious norm minimization is that they are sensitive to heavy tailed noise. In the batch scenario, Robust PCA (RPCA) originally proposed in [5] overcomes this limitation. In particular, the model generating the matrix comprising missing entries is the following:
\[
X = M + S ,
\]
(7)
where $M$ is a low rank matrix and $S$ is a sparse matrix, the entries of which have arbitrarily large amplitude; the latter matrix models the outlier noise. The optimization problem for the matrix completion takes the following form:
\[
\min_{M, S} \| M \|_* + \lambda_1 \| S \|_1 , \\
\text{s.t. } M + S = X ,
\]
where $\| \cdot \|_1$ promotes sparsity and has the following definition $\| S \|_1 = \sum_{i,j} | s_{i,j} |$, i.e., the sum of absolute values of the entries of $S$.

The aforementioned problem has been extended to the online scenario, e.g., [8, 7]. This will be our starting point for deriving the online robust MC algorithm on graphs. At each step, i.e., $t$, a single column of the matrix $X$, denoted $x_t \in \mathbb{R}^m$ (which also has missing entries) becomes available. It is generated as
\[
x_t = P_{\Omega t} (U r_t + s_t + v_t) ,
\]
where $U$ is an $m \times r$ matrix, $r_t \in \mathbb{R}^r$, $v_t \in \mathbb{R}^m$ is the noise process, $s_t$ is the outlier vector and $\Omega_t$ is the set of observed entries at time $t$. For this, we assume that the $\ell_0$ (pseudo) norm, which counts the number of non-zero coefficients, is bounded and smaller than $m$, i.e., $\| s_t \|_0 \leq m' < m$.\footnote{In practice if $m' = O(\log m)$ then we can recover the sparse vector.} The problem we want to solve becomes:
\[
\min_{U, (r_t), (s_t)} \lambda_1 \| U \|_F^2 + \sum_{t} \left( \frac{1}{2} \| P_{\Omega t} (x_t - U r_t - s_t) \|_F^2 \right) \\
+ \lambda_2 \| r_t \|_2^2 + \lambda_2 \| r_t^U U^T LUR r_t \|_2 + \lambda_3 \| s_t \|_1 .
\]
(8)
Algorithm 1: Online Robust Matrix Completion on Graphs

Input: $\lambda_1, \lambda_2, L$

Output: Computed Subspaces $U_t$ and vectors $r_t, s_t$

1 Initialize: $U_0$
2 for $t = 1, 2, \ldots$ do
3 Compute $s_t$ by solving the lasso (11) using $U_{t-1}$ and $\Omega_t$
4 Compute $r_t$ by applying equation (10)
5 Update $R_t$ and $Q_t$ using $x_t, r_t$ and $s_t$
6 Compute $U_t$ using (12)

where $\lambda_3 > 0$.

For given $\Omega, U, x$ and $s$, the expression

$$\|\Omega(x - Ur - s)\|_2^2 + \lambda_1 \|r\|_2^2 + \lambda_2 (r^T U^T L U r) + \lambda_3 \|s\|_1 \quad (9)$$

is minimized when

$$r = B(x - s), \quad \text{where} \quad B = A^{-1} U^T \Omega \quad (10)$$

where $B = A^{-1} U^T \Omega$ and $A = \lambda_1 I + U^T (\Omega + \lambda_2 L) U$. Treating $r$ as a function of $s$ and plugging it back into (9), the joint minimization of $r$ and $s$ for given $U$ is formulated as

$$\min_s \|\Omega(I_m - UB)(x - s)\|_2^2 + \|\sqrt{\lambda_1} B(x - s)\|_2^2$$

$$+ \|\sqrt{\lambda_2} L^2 U B(x - s)\|_2^2 + \lambda_3 \|s\|_1,$$

where we have used that $L$ is PSD. This, in turn can be formulated as the following lasso estimator:

$$\min_s \|C(x - s)\|_2^2 + \lambda_3 \|s\|_1 \quad (11)$$

where $C$ is the $(m + r + m) \times m$ matrix such that $C = \left(\Omega(I_m - UB)\right)^T, \sqrt{\lambda_1} B, \sqrt{\lambda_2} \left(L^2 U B\right)^T$. This is a convex optimization problem and therefore efficiently solvable. We use the above to compute $r_t$ and $s_t$, using $\Omega_t, x_t$ and $U_{t-1}$. Similar to the above algorithm, we use these computed values to compute $U_t$.

Taking partial derivative of (8) with respect to $U$ and setting it to zero, we get $Q_t = \lambda_1 I + \lambda_2 L U R_t + \sum_{t'=1}^t \Omega_t U r_{t'} r_{t'}^T$ where $Q_t = \sum_{t'=1}^t \Omega_t (x_{t'} - s_{t'}) r_{t'} r_{t'}^T$ and, as before, $R_t = \sum_{t'=1}^t r_{t'} r_{t'}^T$.

We vectorize and solve, thereby getting

$$u = \left(\sum_{t=1}^t r_t r_t^T \otimes \Omega_t + \lambda_1 i_{m} + R_t \otimes L\right)^{-1} q_t \quad (12)$$

where $q_t = \text{vec}\{Q_t\}$. The core steps of the algorithm are summarized in Algorithm 1.

3. CONVERGENCE

Defining $g_t(U, r, s) := \left(\frac{1}{2} \|P_{U_t}(x_t - Ur - s)\|_2^2 + \lambda_1 \|r\|_2^2 + \frac{\lambda_2}{2} (r^T U^T L U r) + \lambda_3 \|s\|_1\right)$. Algorithm 1 effectively aims to minimize the following\(^2\): $C_t(U) = \frac{1}{t} \sum_{t'=1}^t \min_{r, s} g_t(U, r, s) + \frac{\lambda_3}{2t} \|U\|_F^2$.

As time increases, minimization of $C_t(U)$ becomes computationally demanding since it involves solving $t$ least squares and $t \ell_1$ minimization problems for the estimation of $r$ and $s$ respectively. For this reason, the algorithm actually minimizes the following approximation of the above cost function:

$$\hat{C}_t(U) = \frac{1}{t} \sum_{t'=1}^t g_t(U, r_t, s_t) + \frac{\lambda_1}{2t} \|U\|_F^2 \quad (13)$$

where $\{r_t, s_t\} = \arg \min_{r, s} g_t(U_{t-1}, r, s)$.

Theorem 1 Under certain assumptions, which are detailed and justified in [17], Algorithm 1 converges to a stationary point of the objective function, i.e., $\lim_{t \to \infty} \nabla C_t(U_t) = 0_{r \times m}$.

Roughly, this theorem states that asymptotically the estimated subspace of the approximate cost function, which overestimates the original one, will converge to stationary point of the latter. As our experiments demonstrate this provides a good approximation.

4. EXPERIMENTS

4.1. SYNTHETIC NETFLIX DATASET

4.1.1. Generating data and noise

We generate a synthetic Netflix dataset, similarly as in [15]; the matrix that springs from this dataset obeys both low-rank and graph structure properties. Rows represent users and the columns represent movies; the corresponding entries denote the rating. We consider a number $m_c = 10$ of communities, forming a partition for the rows.

The underlying graph is constructed as follows: two individuals are adjacent in the graph if and only if they belong to the same community. Similarly we assume that we have $n_c = 20$ communities for the columns. The data matrix is then constructed by assigning a random value from $\{1, \ldots, 5\}$ to each couple (movies community, users community). It can be readily seen that this ideal matrix is of rank $r = \min(m_c, n_c)$. However, to make the experimental setup more realistic we add noise and we also permute all the columns.

Noise is generated as follows. Assuming that an user is likely to have a different opinion on a movie than the rest of his community, we define $N_{prob} \in [0, 1]$ the probability of a rating to be affected by the noise, and $N_{level} \in \{1, \ldots, 5\}$ the maximum level of noise. Then, for each entry $X_{ij}$ of the data matrix, we pick the parameter $\alpha$ according to a Bernoulli $B(1, N_{prob})$ distribution and the parameter $b$ according to the uniform $U(\{-N_{level}, -N_{level} + 1, \ldots, N_{level} - 1, N_{level}\})$ distribution. The entry of the corresponding corrupted matrix is then defined as:

$$\tilde{X}_{ij} = \max(\min(X_{ij} + ab, 5), 1)$$

One can easily verify that this definition preserves the fact that the occurring noisy entry will take a value, which belongs to the $\{1, \ldots, 5\}$ set.

4.1.2. Error measurement

We run the online algorithm and compute for each time step the euclidean distance between the predicted vector, $\tilde{x}_t = U_t r_t$, and the true one, divided by the norm of the latter. Afterwards, we compute the mean over time and the resulting metric is given by:

$$err(t) = 20 \log_{10} \left(\frac{1}{t} \sum_{t'=1}^t \frac{\|\tilde{x}_t - x_t\|_2}{\|x_t\|_2}\right)$$
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4.1.3. Results

In the following we study the realistic case of 20% missing entries in the observations. We assume the sampling of the entries is uniform, which may not be true in practice. However the case of non-uniform sampling goes beyond the scope of this paper.

We compare our algorithm with that presented in [7], which is suitable for robust online matrix completion, albeit no graph information is included. In both algorithms the regularization parameter related to the sparse outlier noise is set equal to zero, since in this experiment we do not assume outliers. The rest parameters are chosen via cross validation so that all the algorithms exhibit the best trade–off between convergence speed and steady state error floor. Contenting ourselves with a small level of noise ($N_{\text{prob}} = 0.3$ and $N_{\text{level}} = 1$), we obtain the results presented in Figure 1. It can be readily observed that the Laplacian regularization improves the performance, as expected. In fact, Algorithm 1 converges faster to a lower steady state error floor, compared to the algorithm in [7]. Moreover, setting $\lambda_2 = 10$ exhibits a slightly improved performance compared to the $\lambda_2 = 1$ case.

4.2. CONTINUOUS VALUES DATASET: THE ROBUST CASE

In the previous experiment, the entries of the data matrix are integers taking values between 1 and 5. Such experiments do not permit us to evaluate if the robust algorithm deals well with very large (outlier) values. Therefore, we turn our focus now on another dataset generated in a similar way as in the previous experiment, albeit the entries now are allowed to take continuous values. To that end, they are drawn from a zero–mean normal distribution with variance equal to 1. We add i.i.d. Gaussian noise, with standard deviation equal to $\sigma = 0.2$. Furthermore, we add an “outlier” sparse matrix, the non-zero entries of which have a high magnitude compared to the data matrix. The sparse matrix is generated randomly and 1% of its entries are non-zero. These non-zeros entries are constructed so that their magnitude is at least 10 times the maximum value of the data matrix. Doing so, we have significant outliers. We compare the following algorithms: Algorithm 1 with $\lambda_3 = \infty$, labelled “Algorithm 1”; the same with $0 < \lambda_3 < \infty$, labelled “Algorithm 2”; a grassmannian manifold based algorithm suitable for online robust matrix completion, [9]; and the algorithm of [7]. Again, the parameters are chosen via cross validation. Figure 2 presents the evolution of the error at each time step. It can be readily seen that, Algorithm 1 converges to a high error floor, since the presence of outliers is not taken into account. Furthermore, the proposed algorithm outperforms the other robust based schemes, since it exploits the underlying graph structure.

4.3. REAL NETWORK DATA

Let us now evaluate our proposed algorithm using data collected from a real network. In particular, we use the dataset captured in 2006, [20] on GEANT, the high bandwidth pan-European research and education backbone. The network comprises 22 nodes and 36 links. We consider that at each time step, the load from a subset of the links becomes available to us, whereas the load for the rest of them is unknown. Our goal is to estimate the load for these links. To that direction, we employ Algorithm 1 with different values of the Laplacian related regularization parameter $\lambda_2$, as well as the online matrix completion algorithm of [7]. In all the algorithms, we fix $\lambda_1$ to be equal to 0.1, since this particular choice leads to a fast convergence speed and a low steady state error floor at the same time. The results are shown in Fig. 3. The online matrix completion algorithm is able to provide a good estimate of the missing entries due to the low–rank property of the link load traffic matrix. Indeed, the network traffic pattern is highly correlated both temporally and spatially (i.e., across different links). This amounts to claiming that the data exhibit a low rank structure. Nevertheless, the results can be enhanced significantly if we exploit the network graph topology, via the Laplacian smoothing.

---

3This effectively reduces the algorithm to one which takes no account of sparisty, since it will set the vector $s$ to zero.
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