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ABSTRACT

Multiple sound source localization in wireless acoustic sensor networks (WASNs) is a challenging problem. Although compressive sensing based methods have shown effectiveness in uncorrelated sources localization, their performance degrades significantly when they are used to locate multiple speech sources. To this end, we propose a multiple sound source localization method based on the time difference of arrival (TDOA) clustering and the multi-path matching pursuit algorithm. First, TDOAs are calculated locally in time-frequency (TF) bins of sensor recordings. Then, the TDOAs are clustered after utilizing outlier rejection to remove erroneous estimations. Finally, a multi-path matching pursuit algorithm is proposed to solve a sparse localization model for localizing multiple sound sources. Experimental results show that the proposed method yields good performance for multiple sound source localization, especially in strong noisy scenarios.
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1. INTRODUCTION

Multiple sound source localization is an essential issue for many signal processing tasks, such as echo cancellation, blind source separation and noise reduction [1, 2]. Although many related works have achieved good performance by using fixed microphone arrays [3–5], multiple sound source localization remains a challenge for sources located in a large field due to the limited spatial sampling ability of conventional arrays. With the great flexibility in sensor placement [6], wireless acoustic sensor networks (WASNs) can physically cover a large area, thus showing great potential for multiple sound source localization [7], especially for sources distributed in a large space.

Several different methods have been proposed to estimate source location based on time difference of arrival (TDOA) [8–11], direction of arrival (DOA) [4, 5, 12] and received signal strength (RSS) [13–16]. In [2], a Bayesian clustering based approach is proposed to estimate sound source location. However, the sensor node is constrained in a fixed circular microphone array and it lacks flexibility in sensor placement. Some authors focused on time-frequency (TF) processing [4, 5]. They exploited the non-stationary and sparse property of audio signals in TF domain to improve the robustness in noisy and multi-source scenarios, yet only a few works extend these traditional microphone TF methods to WASNs. Recently compressive sensing (CS) [17] has been used to localize multiple sources in wireless sensor networks [11, 13–15]. Though many CS-based approaches have shown great effectiveness, most of them have strict constrains on source signals, such as known energy and uncorrelated source signals, which is not suitable for speech signals. Therefore, their performance degrades significantly when locating speech sources. To get rid of the limitation of existing CS-based methods, a novel approach based on the sparse localization model [11] is proposed to localize both uncorrelated sources and multiple speech sources in WASNs.

In this paper, we propose a multiple sound source localization approach based on TDOA clustering and multi-path matching pursuit (MPMP). First, the generalized cross correlation-phase transform (GCC-PHAT) is utilized to compute TDOAs locally in each TF bin. In this way, the sparse property of speech signal is taken into consideration to improve robustness to noise and multi-source influence. Then, the outlier rejection is adopted to remove erroneous TDOA estimations for depressing their negative effects on clustering. After that, the final TDOA measurements are estimated by K-means clustering, in which way the statistical information of TDOAs is employed. Finally, the MPMP algorithm is proposed to recover source position based on the sparse localization model. The localization method achieves good performance in strong noisy environments, since it takes full advantage of the sparse property of speech signals by TF processing and multiple search paths are added to find the
optimized location in the novel MPMP algorithm.

2. TDOA CLUSTERING

Since speech signals are not uncorrelated white sequences, extracting TDOAs directly by finding maximum peaks of cross-correlation function [11] is not suitable. Therefore, the sparse property of speech signals that at most one source is dominant in each TF bin is taken into consideration.

2.1. TDOA Estimation in TF Domain

There are $M$ synchronized microphones capturing source signals in a WSN with only one microphone in each sensor node. One reference sensor is chosen from these $M$ microphones. The reference sensor and each of the other microphones will form a microphone pair. For each microphone pair, detailed processing procedure is shown as follows.

The signals captured by each microphone pair are divided into overlapping time frames. For each frame, the short-time Fourier transform (STFT) coefficients are computed and then they are utilized to derive the cross-spectrum. By using a PHAT-weighted [18] cross-spectrum, the cross-correlation function for each TF bin is calculated as:

$$C_{n,l}(m) = F^{-1}\left\{ \frac{1}{|S_{n,l}(\omega)|}S_{n,l}(\omega) \right\},$$

where $n$ represents the time frame index, $l$ denotes the frequency bin index, $\omega$ is the frequency point index in $l$-th frequency bin which contains a series of frequency-adjacent points, $S_{n,l}(\omega)$ denotes cross-spectrum of signals received by each sensor pair, $1/|S_{n,l}(\omega)|$ is the PHAT weight for $S_{n,l}(\omega)$, $C_{n,l}(m)$ is the cross-correlation function with $m$ being time sample point, and $F^{-1}\{\cdot\}$ represents the inverse STFT. With the cross-correlation function $C_{n,l}(m)$, the TDOA $\tau_{n,l}$ for $n$-th frame and $l$-th frequency bin can be estimated as:

$$\tau_{n,l} = \arg\max_m \{C_{n,l}(m)\}. \quad (2)$$

In this way, multiple TDOA estimates $\{\tau_{n,l}\}$ in TF domain are derived. Fig. 1 shows an instance in which sensor recordings with the length of one second are divided into 39 frames and 16 frequency bins. It can be seen that two different TDOA groups (colored in green and blue) cover most frames and 16 frequency bins. It can be seen that two different TDOA groups (colored in green and blue) cover most frames and 16 frequency bins.

2.2. Outlier Rejection and Clustering

As shown in Fig. 2(a), there are some inaccurate TDOA estimates with large deviations, which have negative effect on TDOA clustering. Thus the outlier rejection [2] is utilized to remove these low-cardinality erroneous TDOAs from the set of estimates $\{\tau_{n,l}\}$. After that, the remaining estimate of $\{\tau_{n,l}\}$ is denoted by $\{\hat{\Gamma}_q\}$ with $q \in \{1, \ldots, Q\}$. Fig. 2(b) shows the results processed by the outlier rejection.

Assume there are $K$ active sound sources. The K-means clustering algorithm is applied to find an optimal partition that assigns $Q$ estimates to a set of clusters $S = \{S_1, \ldots, S_K\}$. The K-means algorithm assigns each estimate to the closest cluster, and each cluster centroid can be updated as the average of all estimates in this cluster. After several iterations, the optimal assignment can be obtained by minimizing the following objective function [19]:

$$J(S) = \sum_{k=1}^{K} \sum_{q \in S_k} ||\hat{\Gamma}_q - \Delta^{(k)}||^2,$$

where $S_k$ denotes the set of estimates that belongs to $k$-th cluster with $k \in \{1, \ldots, K\}$, $\Delta^{(k)}$ is the centroid of $S_k$, and $|| \cdot ||$ represents the Euclidean norm.

With the optimal assignment, $K$ measurements can be obtained by averaging all assigned estimates in each TDOA cluster. After all the sensor signals are transmitted to the fusion center of the WSN, TDOA measurements for all the microphone pairs are computed using the above-mentioned method. TDOA measurements corresponding to $j$-th microphone and the reference sensor are represented by $\{\hat{\Delta}_j^{(t)}\}$ with $j \in \{1, \ldots, M - 1\}$.

3. MULTI-PATH MATCHING PURSUIT BASED SPARSE LOCALIZATION

3.1. Sparse Localization Model

With TDOA measurements $\{\hat{\Delta}_j^{(t)}\}$, a sparse localization model is utilized to estimate the source location. By using summed version TDOA measurements, the model avoids the data association problem [12] which exists in direct matching approaches. The summed version TDOA measurements are constructed by summing TDOAs and the absolute values of TDOAs respectively:

$$y_j = \sum_{t=1}^{K} \hat{\Delta}_j^{(t)}, \quad y_j' = \sum_{t=1}^{K} |\hat{\Delta}_j^{(t)}|,$$  \quad (4)
where $y_j$ denotes the summed version of TDOA measurements for $j$-th sensor, and $y'_j$ represents the summed version of measurements modulus for $j$-th sensor.

A WASN is distributed in a two-dimension area, which is averagely divided into $N$ discrete grids. $M$ microphones and $K$ sound sources ($K \ll N$) are randomly distributed in different grids and each grid contains at most one sound source. Considering the source sparsity in this area, the source localization problem can be cast into a sparse representation problem [11] expressed as:

$$y = \Psi s + \epsilon,$$

with

$$y = [y_1, \ldots, y_{M-1}, y'_1, \ldots, y'_{M-1}]^T,$$

$$\epsilon = [\epsilon_1, \ldots, \epsilon_{2(M-1)}]^T,$$

$$s = [s_1, \ldots, s_N]^T,$$

$$\Psi = \begin{bmatrix}
\Delta_{11} & \cdots & \Delta_{1N} \\
\vdots & \ddots & \vdots \\
\Delta_{(M-1)1} & \cdots & |\Delta_{(M-1)N}|
\end{bmatrix},$$

where $y$ denotes the measurement vector, $\epsilon$ contains the additive noise $\epsilon_j$ on TDOA measurements for $j$-th sensor. Here, $s$ is the source vector, and $s_i$ denotes the number of sound sources in $i$-th grid with $i \in \{1, \ldots, N\}$ and $s_i \in \{0, 1\}$. $\Psi$ represents TDOA fingerprinting matrix, in which $\Delta_{ji}$ is the theoretical TDOA value for $j$-th microphone from a sound source located in $i$-th grid. The source vector contains all-zero elements except for $K$ elements that correspond to the grids where the sound sources locate. Therefore, the location can be estimated by solving the $K$-sparse problem.

### 3.2. Multi-Path Matching Pursuit Algorithm

There are many compressive sensing (CS) reconstruction algorithms [20] available to recover the sparse vector $s$. It has been proved that the greedy matching pursuit (GMP) algorithm is more superior in source localization compared with other popular CS algorithms [15]. Based on the GMP, we propose a novel multi-path matching pursuit (MPMP) algorithm, which searches multiple paths to find the optimal location of each sound source.

In order to find accurate grids for $K$ sound sources, $K$ steps are performed in the MPMP algorithm. As shown in Fig. 3, the grid is selected according to the cost function at each step. The cost function $I$ of selecting one grid from the area is defined as:

$$I = ||r - \Psi z||,$$

where the temporal source vector $z = [z_1, \ldots, z_i, \ldots, z_N]^T$. Here, $z$ contains all-zero elements except $z_i = 1$ with $i \in \{1, \ldots, N\}$ denoting that only one sound source locates at $i$-th grid. $r$ is an $N \times 1$ residual measurement vector which is initialized as $r = y$. $\Psi z$ indicates the contribution of $i$-th grid to $r$.

As depicted in Fig. 3, the GMP algorithm has only one search path. At each step, the grid with the minimum cost is selected and the contribution of the selected grid is subtracted from $r$. However, with the influence of noise, the minimum-cost grid is not exactly the true source location, which leads to a biased residual measurement for the following search steps. Compared with the GMP, multiple search paths are adopted in our MPMP algorithm as depicted in Fig. 3. For each step, $B$ branches corresponding to $B$ minimum cost are selected for each node, which forms the search tree $T$ for localizing multiple sound sources. Fig. 3 presents an instance of $B = 2$. In practice, the erroneous branches whose cost is larger than $||r||$ are removed. For each branch, the contribution of selected grid is subtracted from the residual measurement to update $r$. Finally, the optimal sound source location is indicated by the path with the minimum $||r||$. The GMP can be seen as a case...
of the MPMP with $B = 1$. The GMP identifies the source grid in an order that the source in the minimum-cost grid is selected first, and it can only provide a local-optimum solution. The MPMP is not limited by this order, because more paths are added and the optimum path is chosen from multiple candidate search paths. The details of proposed MPMP is described in Algorithm 1.

4. EXPERIMENTS AND ANALYSIS

We simulated a $10m \times 10m$ area averagely partitioned into $20 \times 20 = 400$ square grids. Assume 20 microphone nodes and up to 3 simultaneous sound sources are randomly deployed [13] at different grid centers. Speech recordings sampled at 16kHz are selected from the TIMIT database [21]. The SNR is measured as the ratio of the received source signal power to noise power at sensor location. In each experiment, the frame length is set to 800 with 50% overlap. The STFT size is set to 1600, and the STFT coefficients are equally divided into 16 frequency bins with 100 frequency points in each bin. The experimental results are calculated as the mean of 100 independent Monte Carlo (MC) runs.

Assume that there are two active sound sources in the area with SNR = 0dB. We utilize the mean absolute error (MAE) to evaluate the performance of TDOA estimation. The MAE is computed by averaging all the absolute errors between the elements of $y$ and corresponding theoretical values. Fig. 4 shows the MAEs with different speech lengths for our method and the TDOA estimation approach proposed by Jamali et al. [11]. It can be seen that the proposed method achieves smaller MAEs than [11], because with multiple TDOA estimates in TF bins the statistical information is made full use of in our approach. Besides, the estimation error of both methods degrades sharply when the speech length is increased from 0.5s to 1s. When the speech length is long enough, the MAEs fluctuate slightly.

In the following experiments, speech recordings with the mean length of one second are utilized. The accuracy of localization is evaluated by the root mean square error (RMSE) between the estimated positions and true positions. To assess

![Fig. 4. Performance evaluation for TDOA estimation with respect to different speech lengths (SNR = 0dB).](image)

![Fig. 5. Performance evaluation for MPMP algorithm with different numbers of branches.](image)

Table 1. The RMSEs of MPMP and GMP algorithm for different SNRs.

<table>
<thead>
<tr>
<th>SNR</th>
<th>-10dB</th>
<th>0dB</th>
<th>10dB</th>
<th>20dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.59</td>
<td>1.47</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.58</td>
<td>1.42</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.56</td>
<td>1.36</td>
<td>0.00</td>
</tr>
</tbody>
</table>

MPMP algorithm, the RMSEs for different branch numbers $B$ is shown in Fig. 5. The presented RMSE values are the average of the cases when the number of sound sources is one, two and three. When the number of branches increases, the RMSEs reduce at the cost of the increased processing time. Fig. 5 shows that the RMSEs degrade significantly when the number of branches is less than 4. Considering the complexity and accuracy of this localization algorithm, the number of branches $B$ is set to 4 in the following experiments.

The GMP algorithm has been illustrated to be superior to other popular CS algorithms in source localization [11]. Therefore, only the GMP algorithm is compared with proposed MPMP algorithm in this experiment. Table 1 depicts the RMSEs for the MPMP and GMP algorithm in the environments where there are one, two and three sound sources with different SNRs respectively. When there is one sound source, both algorithms have similar performance because they work in the same way to find one grid that contributes most to the measurement vector $y$. Since that TDOAs are estimated accurately without multi-source influence, both methods perform well. When two or three sound sources exist in the scenario, it is evident that the MPMP outperforms the GMP with lower RMSEs for different SNRs, due to that MPMP algorithm searches multiple paths for optimal location.

5. CONCLUSIONS

In this paper, we propose an effective approach for multiple sound source localization in WASNs based on TDOA clustering and multi-path matching pursuit. By taking full use of the sparse property of speech signals, source signals is free of strict constrains as traditional compressive sensing based source localization methods described. The TDOA clustering based on outlier rejection and K-means achieves accurate and noise-robustness TDOA estimation for multiple sound sources. The multi-path matching pursuit algorithm is applied to sparse localization model, which can achieve the optimal location estimation by adding search paths.
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