A NOVEL METHODOLOGY TO QUANTIFY DENSE EEG IN COGNITIVE TASKS
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ABSTRACT
Cognition emerges from complex interaction amongst widespread brain areas. In this paper, we use a novel methodology for temporal networks quantification for EEG. We model the spatiotemporal structure of dependencies across different electrodes with respect to a single electrode as a local probability density function. This enables immediately the use of information theoretic quantities (information divergences) to quantify brain connectivity in simple two-dimensional graphs. We show that for a visual-motor-driven task, we are able to cluster subjects that performed the task with higher attention-coefficient, in an unsupervised-fashion. We test this methodology with two measures of functional connectivity: correlation coefficient and a measure of association.

Index Terms— Cognitive states, EEG, functional connectivity, spatiotemporal quantification, clustering.

I. INTRODUCTION
Cognitive science is evolving from a focus on quantification of discrete brain areas towards an emphasis on distributed models of brain function, because cognition emerges from the complex interaction amongst widespread brain areas. Communication requires that there is interchange of information, which can be captured in the form of transient temporal dependence between the activities of different brain areas [1]. Functional brain networks have been constructed from functional magnetic resonance imaging (fMRI), electroencephalography (EEG), and magnetoencephalography (MEG). In terms of measures of functional connectivity, the correlation coefficient [2][3] will only capture linear interactions between time series, whereas other measures, such as mutual information [3][4][5][6][7], time-series generalized measure of association (TGMA) [8], phase synchronization [3][9][10], copulas family [11] or Granger causality [12], are sensitive to both linear and nonlinear interactions. Since neural events occur in small windows of time, it is common to divide the neural data into windows, and, for each, compute measures of functional connectivity between pairs of electrodes. This will form a tensor or a concatenation of matrices for different time windows also known as functional temporal networks.

In the last decade, the abstract representation of these functional networks/matrices as a graph has allowed visualization of functional brain networks and description of their non-trial topological properties in a compact and objective way [13][14][15][16][17]. Despite its evident impact, temporal networks analysis are purely based on simple node-counting criteria (e.g. node cluster coefficient, measures of centrality, local efficiency, connected components, etc.), which is a very simple statistic of the underlying communication between brain areas (existing or not). Differentiation of cognitive states or neurological disorders are then assessed in a qualitative manner by visualizing node connections of the graphs.

In previous work, we have proposed a novel methodology for analysis of temporal functional connectivity networks [18]. This methodology quantifies the spatial structure of pairwise dependence of each cortical area (electrode with respect to a given electrode) as a probability density function (pdf). Since we are interested in quantifying communication in a spatiotemporal-fashion, we use information theoretic quantities to do so, namely Cauchy-Schwartz Quadratic Mutual Information [19]. We can now quantify how much each functional spatial structure (captured by pdf) changes from one time window to the next. Static spatial structures can also be analyzed using this methodology. For that, we simply fix the time window and quantify dependencies/similarities between pdfs from different cortical areas. Besides quantification of temporal functional networks, we can now perform clustering of the spatiotemporal patterns each subject acquires and, in this way, quantitatively assess their cognitive state or neurological disorder.

The present work illustrates the potential of this novel methodology (described in [18]) by: i) use two different measures of functional connectivity and evaluate the differences based on a visual-motor-driven task; and ii) cluster the quantification patterns, that is, agglomerate people with (potentially) similar cognitive state (attention-coefficient) in the task-solving problem in an unsupervised-fashion. We show that we can unsupervisely cluster people with the same attention state.

The rest of the paper is organized as follows. Section II introduces the neural data and its conditioning. Section III fully describes the novel methodology to quantify dense EEG as well as the additional improvements. Section IV presents results for: the use of different measures of functional connectivity; pdf estimation per cortical area; unsupervised clustering of people by cognitive state; and discussion. Finally, section V offers some concluding remarks.

II. MATERIALS
EEG data was acquired from a total of 15 participants. The data was continuously recorded from 129 sensors using an Electrical Geodesics™ HydroCel Geodesic Sensor Net, digitized at a rate of 250 Hz, using the vertex sensor (Cz) as the recording reference, with the online band-pass filter set at 50 Hz (low-pass). Sensor impedances were kept below 50 kΩ.

*This work was funded by Fundação Para a Ciência e Tecnologia (FCT) SFRH/BD/91329/2012.
Subjects engaged in a task composed by avoidable (CS+) vs unavoidable (CS–) conditions. The CS+ and CS– gratings were presented centrally and flickered at 15 Hz. The avoidable versus unavoidable context was signaled by additional geometric shapes (flickering at 12 Hz). Conditions: CS+ active trials (appropriate motor response cancels UCS delivery), CS+ passive trials (no motor response is required and UCS delivery is inevitable), CS– active trials (appropriate motor response is required, but UCS is never delivered) and CS– passive trials (no motor response is required and UCS is never delivered). A salient color change of the peripheral cues, from gray to green, that occurred halfway within each trial (3 s from stimulus onset with a 2 s duration) served as the proximal impetus for motor responses. A simple button press during a circumscribed temporal window successfully canceled delivery of the white noise (UCS). Trials were 6 s in length and the inter-trial interval varied randomly between 4 and 5 s. (More details in [20]).

III. METHODOLOGY

Consider a time window $t$ of the EEG recordings from 129 channels/electrodes. First, we compute the pairwise functional connectivity between each electrode. This results in an $129 \times 129$ matrix $K_t^i$ for time window $t$, where $K_{ij}^t$ is the functional connectivity between electrode $i$ and electrode $j$. Now, we consider each column of $K^t$ as a random variable (r.v.) and estimate its probability density function (pdf). This results in 129 pdfs, one for each electrode. To compute these pdfs, we do not include the elements $K_{ii}^t$ (giving a total of 128 points). For the last step, we quantify the similarity between two pdfs across time using Cauchy-Schwartz Quadratic Mutual Information (CS-QMI) [19]. For example, consider electrodes $e_{75}$ (column 75), for time windows $t = 4$ and $t = 5$, we compute CS-QMI ($f (K_{75}^4), g (K_{75}^5)$), where $f$ and $g$ are pdfs. This result will appear in the row 75 and column 4 of the spatiotemporal quantification matrix $Q_m$ of participant $m$.

Finally, for each condition (CS+Active, CS+Passive, CS–Active, CS–Passive), we cluster the spatiotemporal patterns $Q_m$ where $m = \{1, 2, \ldots, 15\}$.

III-A. Correlation Coefficient

One of the simplest ways to measure the statistical dependence between r.v.s is the correlation coefficient, which only captures second order statistical interactions. Let $X$ and $Y$ be two r.v.s, the correlation coefficient is

$$\rho(X, Y) = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y}$$

where $\mu_X$ and $\sigma_X$ are the sample mean and standard deviation of $X$, and $\mu_Y$ and $\sigma_Y$ are the sample mean and standard deviation of $Y$. The correlation coefficient returns values between $-1$ and $1$. We are going to take the absolute value because we are only interested in the amount of correlation between the two times series, not the sign.

III-B. Time Series Generalized Measure of Association

The Generalized Measure of Association (or GMA) [8] is a parameter-free spatial dependency measure of association and can be defined as:

$$GMA = \frac{1}{n-1} \sum_{i=1}^{n-1} (n - r) P(R = r)$$

where $P(R = r)$ is defined as $P(R = r) = \#\{i : r_i = r\}/n$, and represents the empirical probability of the rank variable. GMA assumes values between 0.5 and 1. Since the EEG can be modeled as a stochastic time series, GMA was modified to Time Series GMA or TGMA [8], which includes a pre-optimization step to minimize the time correlation properties of stochastic processes. For TGMA the parameters needed to estimate are the embedding dimension $m$ and the lag value $L$. For this study the authors considered $m = 5$ and $L = 5$. These values can be computed directly from data [8].

III-C. Spatiotemporal Quantification of Functional Activity

To quantify the pdf changes over time, we use Cauchy-Schwartz Quadratic Mutual Information (CS-QMI). This is an estimator for continuous r.v. that can be evaluated in a Reproducing Kernel Hilbert Space (RKHS) using the kernel trick if we use a positive definite function such as the Gaussian in Parzen estimation [21]. Let $X_1$ and $X_2$ be two r.v.s. The CS-QMI between the two r.v.s $X_1$ and $X_2$ is defined as the Cauchy-Schwartz divergence ($D_{CS}$) between the joint distribution of $X_1$ and $X_2$ and the product of the marginal distribution of $X_1$ with the marginal distribution of $X_2$, that is:

$$D_{CS}(X_1, X_2) = D_{CS}(f(x_1, x_2), f_{X_1}(x_1)f_{X_2}(x_2)),$$

where

$$D_{CS}(f, g) = -\log \left( \frac{\int f^2(x) dx}{\int g^2(x) dx} \right)$$

$$= \log \int f^2(x) dx + \log \int g^2(x) dx - 2 \log \int f(x)g(x) dx$$

$$= 2\hat{H}_2(f) - \hat{H}_2(f) - \hat{H}_2(g)$$

where $\hat{H}_2(f)$ is the Renyi’s quadratic entropy estimator of the pdf $f$. Using a Gaussian kernel (Parzen) estimator [21], for samples $x_i$.
drawn from pdf $f$, $\hat{H}_2(f)$ can be written as

$$\hat{H}_2(f) = -\log \int_{-\infty}^{+\infty} \left( \frac{1}{N} \sum_{i=1}^{N} G_{\sigma}(x-x_i) \right)^2 dx$$

$$= -\log \left( \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} G_{\sigma}\sqrt{2}(x_j-x_i) \right)$$

Using the same nomenclature, in this step we estimate the pdfs of all $\mathcal{K}_i$, $i = \{1, 2, \ldots, 129\}$ as a Gaussian kernel estimator $f(\mathcal{K}_i)$ and quantify the temporal dependencies as $Q_{i,t} = l_{CS}(f(\mathcal{K}_i), g(\mathcal{K}_i^{t+1}))$.

### III-D. Clustering of Spatiotemporal Patterns

It is known that people process information somewhat similarly but different factors, such as attention, may alter their cognitive states. To quantify how similar different individuals solve a task, we are going to perform hierarchical clustering of the spatiotemporal patterns $Q^m$ across all $m = \{1, 2, \ldots, 15\}$ subjects. First, we compute the L2-norm between matrices to generate a distance matrix $D$ of size $15 \times 15$.

To the matrix $D$ we perform agglomerative hierarchical clustering using Ward’s linkage method [22]. The Ward’s linkage method minimizes the total within-cluster variance as a squared Euclidean distance. The within-cluster sum of squares is defined as the sum of the squares of the distances between all objects in the cluster and the centroid of the cluster. The sum of squares measure is equivalent to the following distance measure:

$$d(r,s) = \sqrt{\frac{2n_r n_s}{n_r + n_s} ||\bar{X}_r - \bar{X}_s||_2}$$

where $||\bullet||_2$ is the Euclidean distance or L2-norm, $\bar{X}_r$ and $\bar{X}_s$ are the centroids of clusters $r$ and $s$, $n_r$ and $n_s$ are the number of elements in clusters $r$ and $s$.

### IV. RESULTS

#### IV-A. Measures of Functional Connectivity

Having computed the functional temporal networks $\{\mathcal{K}_{corr}^t\}_m$ and $\{\mathcal{K}_{TGMA}^t\}_m$ for all $t$ windows of all $m$ participants using both correlation coefficient and TGMA, respectively, we are now ready estimate the pdfs.

An example of the pdfs of $\mathcal{K}_{corr}^{12}$ and $\mathcal{K}_{TGMA}^{12}$ captured using a Gaussian kernel with kernel width $\sigma = 0.05$ can be seen in Figure 2. There is a large difference between these pdfs, with the TGMA more peaky and short tails (Figure 2 first row), while the pdfs with correlation (Figure 2 second row) tend to have more samples across the range of values, perhaps because of the higher specificity of TGMA [8]. So we see that both measures are substantially different in quantifying the dependence across channels.

Because of the variability of the EEG, we averaged the spatiotemporal patterns $Q_{corr}^m$ and $Q_{TGMA}^m$ with $m = \{1, 2, \ldots, 15\}$ by conditions (CS+Active, CS+Passive, CS–Active, CS–Passive) to visualize how the average person reacts to the experiment. Figures 3 and 4 show these averages when using correlation and TGMA respectively. The electrodes have been rearranged by brain regions as described in [18], namely frontal (Fr), left temporal (LT), right temporal (RT), parietal (Pa) and occipital (Oc).

For correlation, CS-QMI has quantified major changes in the frontal cortex, mainly in the beginning of the task, during the visual cue presentation and at the end of the task. We believe these
changes are related to the interpretation of the given condition trial. In addition, for the active trials (where motor response is required), we see a change across brain areas between 3-4 s which corresponds to the time the visual cue is presented and the motor action is performed (Figure 3). However, there is not much difference between the active and passive conditions nor between the conditions CS+ and CS-, which should be different on average [18]. On the other hand, TGMA captured both frontal activity and motor activity (in the RT region) aligned with the visual cue presentation (Figure 4), and there is more variability across the four conditions as expected.

For instance, the dendrograms are similar between Active trials, as showed in [20]. These areas (in the visual cortex during the active motor compared with the passive viewing condition, as showed in [20]. These areas (in the visual cue presentation time) can be extracted from the spatiotemporal matrices as supervised features so that clustering results can better agglomerate the faster responders. We show that TGMA seems a more precise measure of dependence than correlation. However, our results still lack a more direct way to establish the accuracy of the proposed methodology, because attention as a cognitive state is a somewhat subjective feature. Therefore in future work we plan to create a realistic synthetic data set for EEG where we can evaluate with more detail our methodology. The capture or quantification of different states, like neurological events vs healthy events, can also be explored using this methodology.

V. CONCLUSIONS

Several methodologies have approached neural spatial communication. In this paper, we present a novel methodology to quantify spatiotemporal communication, completely adapted from EEG data. We tested two measures of functional connectivity and unsupervisedly clustered the spatiotemporal patterns of a visual-motor-driven task for each individual. We show that for a visual-motor-driven task, we are able to cluster subjects that performed the task with higher attention-coefficient, in an unsupervised-fashion.
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