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ABSTRACT
Diffusion maps, when applied to large datasets, are typically constructed by a process of sampling and out-of-sample function extension. However, the performance of anomaly detection in large data when using diffusion maps is sensitive to the chosen samples. In this paper we propose an iterative data-driven approach to improve the sample set and diffusion maps representation. By updating the sample set with suspicious points detected in the previous iteration, the constructed diffusion maps better separate the anomaly from the normal points in each iteration. Experimental results in side-scan sonar images demonstrate the improvement gained by our iterative sampling compared to random sampling and other competing detection algorithms.

Index Terms— anomaly detection, diffusion maps, dimensionality reduction, manifold learning, automated target detection

1. INTRODUCTION
In image anomaly detection, the goal is to identify an object in the image and separate it from the background based on its different appearance or statistical properties. Automatic detection algorithms are of practical importance in military target detection applications, medical image analysis and automation of quality assurance processes, given the large amount of images produced in such applications. A robust solution will present the user only with suspicious objects, saving valuable time and effort, as suspicious objects occur very rarely by nature.

Anomaly detection in images is challenging due to several factors: the large size of the dataset (images of up to millions of pixels), high dimensionality of the features used for image representation and the presence of noise, especially in remote sensing imagery. It is also difficult to obtain labeled data, and the datasets tend to be unbalanced due to the sparseness of anomalies compared to normal data [1]. There are many approaches to solving this problem based on statistical models, machine learning, saliency based methods, sparse representations and more [2–10]. Statistical approaches estimate a statistical model for the data and use this information to determine whether a test sample comes from the distribution describing the normal data points [2, 4, 6]. The problem with statistical approaches is that the choice of the distribution to model the image is not obvious, it is application-dependent and the parameter estimation becomes complex in multi-class backgrounds. Detection methods using machine learning require training data, which is not always available and time-consuming to label. Both approaches may fail when the query images differ from the training data [1] and they are not easily adapted to new application and image characteristics.

Image features are typically high-dimensional, but can be shown to lie on a low-dimensional manifold. Manifold learning techniques, such as diffusion maps [11], find a new low-dimensional representation for the data, which reveals meaningful structures. Such techniques can provide a representation that separates the anomaly from the background, making the detection easier in the new representation space. In addition, such approaches are data-driven and do not depend on a-priori model for the data. Related work proposing dimensionality reduction methods for anomaly detection employ statistical tools for detection in the reduced dimension and relied on training data [5, 8]. We propose an approach which is completely data-driven, with the detection score based on nearest neighbors in the embedding space.

Due to the large size of the dataset, applying diffusion maps to images typically requires performing sampling and out-of-sample function extension in order to calculate an embedding for all image patches [12, 13]. In a previous work [14] we analyzed that this process can limit the success of the dimensionality reduction in revealing the presence of anomalies in the data. To overcome these limitations, we proposed an unsupervised multiscale algorithm for anomaly detection using diffusion maps [14], and an anomaly detection score relying on the noise-robust diffusion distance.

In this paper, we propose an alternative iterative approach on the full-scale image. Starting with a random subset of images patches, we apply a diffusion-maps based anomaly detector at each iteration, and then extract a set of suspicious patches to be used in the next iteration. Thus, the iterative process updates the subset of samples to ensure better separability of the anomaly from the background clutter. The advantage of this approach compared to the multiscale approach is that it is not limited to images and it requires less parameters. In addition, we provide motivation for this approach based on theoretical analysis of spectral clustering, where we view anomaly detection as a vastly unbalanced clustering problem.

The paper is organized as follows. Sec. 2 reviews the diffusion map framework for dimensionality reduction. In Sec. 3, we provide motivation for the proposed approach and present the iterative algorithm. Finally, Sec. 4 demonstrates the application of the proposed algorithm to automatic target detection in real images of side-scan sonar where the anomalies are sea-mines.

2. DIFFUSION MAPS
In recent years, a large number of non-linear techniques for dimensionality reduction have been developed, based on the underlying geometry of the data and intended as a precursor to other types of processing. These include ISOMAP [15], locally linear embedding...
(LLE) [16], Laplacian Eigenmaps [17], Hessian Eigenmaps [18], and Diffusion Maps [11]. We focus on the diffusion maps method, which is based on the construction of the graph Laplacian of the data. In addition to capturing the main structure of the data in few dimensions, this method is equipped with a noise-robust computationally efficient metric, the diffusion distance, which is the Euclidean distance in the low-dimensional embedding space.

Let \( \Gamma = \{ x_i \}_{i=1}^M \) be a high-dimensional dataset of \( M \) samples of dimensionality \( N \). A weighted graph is constructed on \( \Gamma \) with the data points as nodes and the weight of the edge connecting two nodes is a measure of the similarity between the two data points. Let \( w(x_i, x_j) \) be a kernel representing the pairwise affinity between two samples, which conveys the local geometry of the data. The choice of the specific kernel function should be application-driven. For all \( x_i, x_j \in \Gamma \), the kernel function has the following properties: (1) symmetry; (2) non-negativity; (3) fast decay. A popular choice which satisfies these properties is the Gaussian kernel:

\[
w(x_i, x_j) = \exp \left\{ -\|x_i - x_j\|^2 / 2\sigma^2 \right\}.
\]

We construct the normalized graph Laplacian on the dataset as follows. For each \( x_i \) the kernel is normalized by the degree \( d(x_i) \):

\[
p(x_i, x_j) = \frac{k(x_i, x_j)}{d(x_i)}, \quad d(x_i) = \sum_{j=1}^M k(x_i, x_j)
\]

Since \( p(x_i, x_j) > 0 \) and \( \sum_{j=1}^M p(x_i, x_j) = 1 \), \( p(x_i, x_j) \) can be interpreted as the probability for a random walker to jump from \( x_i \) to \( x_j \) in a single time step. Therefore, the row-stochastic matrix \( P[i, j] = p(x_i, x_j) \) can be seen as the transition matrix of a Markov chain on the dataset \( \Gamma \). Taking powers of the matrix, \( P^t \), is equivalent to running the Markov chain forward \( t \) steps. The eigendecomposition of the matrix \( P \) yields a sequence of left and right biorthogonal eigenvectors \( \{ \varphi_i, \psi_j \} \) and eigenvalues, written in a descending order: \( 1 = |\lambda_0| > |\lambda_1| \geq |\lambda_2| \geq \ldots \).

Coifman and Lafon [11] propose a new metric, termed the diffusion distance, based on the construction of the random walk:

\[
d_{\text{diff}}(x_i, x_j) = \sum_{l \geq 1} \lambda_l^2 (\psi_l(i) - \psi_l(j))^2.
\]

This distance measures the similarity of two points according to the evolution of the transition probability distribution \( p_t(x_i, \cdot) \) in the Markov chain. It is robust to noise, since the distance depends on all possible paths of length \( t \) between two points. Due to the fast spectrum decay of \( \{ \lambda_l \} \), the diffusion distance can be well approximated by only the first few \( t \) eigenvectors.

Thus, the right eigenvectors of the transition matrix \( P \) and corresponding eigenvalues can be used to define a new data-driven representation of \( \{ x_i \} \) termed diffusion maps. The mapping \( \Psi_t(x_i) \) embeds the data points \( \{ x_i \} \) in a low-dimensional Euclidean space \( \mathbb{R}^t \), defined as

\[
\Psi_t(x_i) = [\lambda_1^t \psi_1(i), \ldots, \lambda_t^t \psi_t(i)]^T
\]

where we set \( t = 1 \).

The scale parameter \( \sigma \) is of great significance in constructing the affinity kernel (1). Setting \( \sigma \) to be too small results in a disconnected graph, where many points are connected only to themselves. Setting \( \sigma \) to be too large results in all the points of the graph being connected. This is especially undesirable in the setting of anomaly detection, where setting \( \sigma \) to be too large will connect the anomalies with the cluttered background. We expect the anomaly to be in a low density neighborhood and the background to belong to a high density neighborhood. Therefore a local scale factor \( \sigma = \sigma_0 \sigma_r \) is beneficial, such as the one proposed by Zelnik-Manor and Perona [19].

### 3. Iterative Anomaly Detection

Our aim is to detect a connected group of pixels in the image that constitute an anomaly. We choose to represent the pixels by their surrounding patches, but other features can be used. Let \( \Gamma \) be the set of all \( \sqrt{N} \times \sqrt{N} \) overlapping patches from the image \( \Gamma = \{ p_i \}_{i=1}^N \). The size of the dataset for images, \( M \), is very large, since even for small images there is a large number of patches. Therefore, it can be computationally inefficient to construct a diffusion map using all the patches in the image, in terms of both calculating the affinity and performing an eigen-decomposition, especially for high-resolution images. Instead, it is a common approach [12, 13] to construct the diffusion map for an image using a subset of \( m < M \) random patches, denoted \( \Gamma = \{ p_i \}_{i=1}^m \subseteq \Gamma \). Then the diffusion map coordinates \( \Psi \) are extended to the set of all patches in the image \( \Gamma \) using an out-of-sample extension (OOSE) method [20–22]. As discussed in [14], OOSE methods can cause anomaly detection to fail, depending on the set of random samples \( \Gamma \subseteq \Gamma \) used to construct the diffusion map. To overcome this limitation of the OOSE for anomaly detection, we propose an iterative approach which drives the sampling process and ensures the inclusion of samples from the anomaly region in \( \Gamma \). We first provide motivation for our approach based on spectral clustering and then present the iterative approach.

#### 3.1. Spectral Clustering

Spectral clustering methods propose to cluster data into \( k \) clusters with the first dominant eigenvectors of an affinity matrix on the data [19, 23–25]. Anomaly detection can be seen as a special case of clustering in which there is a vast imbalance in the size of clusters, background vs. anomaly, and the density of each cluster. Several works in spectral clustering analyze the limitations and success of spectral clustering in the setting of a diffusion process in a multi-well potential or a mixture of Gaussians model [25–27]. They present two characteristic times that determine the success of spectral clustering. The first is the relaxation time for each cluster \( \tau_n \) and the second is the mean first passage time \( \tau_{\text{fast}} \) between two clusters. These depend on the covariance matrix of each cluster and its density. Spectral clustering succeeds when the fastest exit time from any of the clusters \( C_i \) is significantly shorter than the slowest relaxation time in each one of the clusters, i.e., \( \max_i \{ \tau_{\text{fast}}(C_i) \} < \min_i \{ \tau_n(C_i) \} \). Otherwise, the leading eigenfunctions capture only the relaxation process inside the dominant cluster (or clusters), and do not differentiate the remaining clusters, and therefore the clustering fails. Nadler and Galun [26] show that spectral clustering cannot successfully cluster datasets that contain structures at different scales of size and density, as in our setting. Thus, even if using all patches in the image, the dominant eigenvectors could fail to capture the anomaly in the case of a multi-class background.

This limitation is even more pronounced when using a subset of samples from the data. In a case where there are no anomalies in \( \Gamma \) and it consists only of samples from a single \( N \)-dimensional cluster (the background), then the eigenvectors capture only the relaxation process within this cluster [28]. This also occurs when the data contains multiple background clusters, such that the sample set is highly unbalanced in terms of the sample density of each cluster. In these cases, the diffusion map fails to capture the difference between the
anomaly and the background. The OOSE of the diffusion map to
the anomaly points will not succeed in assigning them new co-
dinates that distinguish them from the background. Thus, anomaly
detection when the samples from the anomaly are not included in
the calculation of the initial diffusion map requires extrapolation of
the diffusion coordinates and not interpolation. However, it is not clear
how to perform extrapolation on the low-dimensional manifold, if
at all possible. This is a “chicken and egg” problem in which it is
necessary to sample the anomaly for the purpose of detecting it.

To overcome this limitation of OOSE, we propose an iterative
approach, inspired by [4], which drives the sampling process and
ensures the inclusion of samples from the anomaly region in \( \Gamma \). By
constructing a sample set which includes a more balanced set of both
anomaly and background points, we improve the detection compared
to an unbalanced set which is composed mostly, if not entirely, of,
background points. In our approach, initially random samples are
used in \( \Gamma \) and then more and more suspicious points are sampled
from iteration to iteration. This is equivalent to reducing the local
density of the large dominant background clusters while increasing
the density of the anomaly cluster in the sample set. The diffusion
map is then dominated by the anomaly and not the background.

3.2. Iterative Sampling

Given an image, we extract all overlapping patches to obtain \( \Gamma \), and
initialize \( \Gamma \) with a random subset of \( m \) patches from \( \Gamma \). We then
calculate an affinity kernel, calculate the diffusion map for \( \Gamma \) and
extend the embedding to all the patches using an OOSE method.
An anomaly score \( S^{CAS} \) (presented in Sec. 3.4) is calculated for all
patches based on their diffusion embedding. We mark suspicious
patches by applying a threshold \( \tau \) to the anomaly score, where we set
\( \tau \) to be the 95th percentile of the anomaly score. This is the out-
put of the initial iteration. In the next iteration, we set \( \Gamma \) to include
the suspicious patches and the rest of the patches are chosen at ran-
don so that \( |\Gamma| = m \). The process of sampling, dimensionality re-
duction and anomaly detection continues from iteration to iteration,
with each iteration providing prior information on which samples of
the dataset will be used in \( \Gamma \) to construct the diffusion map. At the
final iteration, we use a hard threshold on the detection score \( S^{CAS} \)
and then smooth the resulting image.

Our approach is based on the assumption that anomaly patches
will be included among the suspicious patches, and therefore, be
represented in the diffusion map of the next iteration. Even if they
are not included, it is likely they are more similar to other irregular
patches in the background that will be included in \( \Gamma \). Thus, when the
diffusion map is extended from \( \Gamma \) to the anomaly patches, they will
be assigned a representation similar to that of the irregular patches
and therefore, will be marked as suspicious for the next iteration.

3.3. Affinity kernel and Out-of-sample Extension

We propose to replace the regular diffusion maps construction de-
scribed in Sec. 2 with a combined embedding and OOSE approach
previously proposed in supervised settings [29–31]. We treat the set
of sampled patches \( \Gamma \) as a reference set and calculate a non-square
affinity matrix between \( \Gamma \) and \( \Gamma \):

\[
A[i, j] = \exp(-\|p_i - p_j\|^2 / \sigma_i \sigma_j),
\]

such that \( A \) is an \( M \times m \) affinity matrix where \( M > m \).

We then define the symmetric matrix \( W = A^T A \) which is an
\( m \times m \) matrix between the sample patches in \( \Gamma \):

\[
W[i, j] = \sum_{l=1}^{M} A[l, i] A[l, j].
\]

The advantage of this construction compared to using the affinity
kernel in (1) is that it takes into account not only the distances be-
tween the sample patches, but between the sample patches and all
patches in the image. The matrix \( W \) can be interpreted as an affinity
between any two sample patches via all the patches in the image [30,31]. Thus, two sample patches are similar if they “view” the
rest of the image patches the same, i.e., their distances to all other
patches in the image are similar. This implies that they belong to
the same local “patch neighborhood”. Note that by distance here we
refer to the high-dimensional difference of the patch intensity values
and not the spatial distance within the image. Thus, this kernel is
better at suppressing noisy connections between two patches. This
is important when the number of samples is limited as in our
approach. In addition, this approach provides an elegant and efficient
OOSE as follows.

An eigen-decomposition of \( W \) yields the eigenvectors \( \{ \phi_l \} \)
and eigenvalues \( \lambda_l \). The eigenvectors \( \{ \phi_l \} \) are also the singular
right vectors of \( A \) and can be used to calculate the singular left eigen-

\[
\psi_l = \frac{1}{\sqrt{\lambda_l}} A \phi_l.
\]

Thus, an eigen-decomposition of \( W \) provides an efficient manner in which to calculate the singular left eigenvectors \( \{ \psi_l \} \) of \( A \),
and obtain the embedding of all patches in \( \Gamma \) following (4).

3.4. Detection Score

We use the anomaly detection score proposed in [32], relying on the
diffusion distance between pairs of patches. Let \( \{ q_k \}_{k=1}^{K} \) be the \( K 
most similar patches of a patch \( p_i \) under the diffusion distance (3).
Then the anomaly detection score is given by:

\[
S^{CAS}(i) = 1 - \exp\left\{ -\frac{1}{K} \sum_{k=1}^{K} \frac{d_{DM}(p_i, q_k)}{2\sigma_K} \right\},
\]

where \( d_{DM}(p_i, q_k) \) is the Euclidean spatial distance between the
center pixels of patches \( p_i \) and \( q_k \). The parameter \( \sigma_K \) is a nor-
malizing factor given by the standard deviation of the diffusion dis-
tances between all patches and their \( K \)th nearest neighbor: \( \sigma_K =
\text{std}\{d_{DM}(p_i, q_k)\}_{k=1}^{K} \).

This score is inspired by the saliency map in [33], quantifying the ob-
servation that background patches are similar to both near and
far patches, whereas salient patches are grouped together and similar
only to nearby patches. We measure the similarity between patches
using the diffusion distance, which is preferable to the Euclidean dis-
tance between the patches intensities since it is robust to noise. Also,
the diffusion map better separates the anomaly from the background,
compared to using image patches [32]. Normalizing this distance by
the spatial distance \( d_{position} \) penalizes background patches by assign-
ing them a low distinctness value. To ensure that most values are
spread out in the range \([0, 1]\) and therefore comparable to \( d_{position} \),
we normalize the diffusion distance by \( \sigma_K \).
4. EXPERIMENTAL RESULTS

We apply the proposed algorithm to sea-mine detection in real side-scan sonar images, achieving a high detection rate with a low rate of false-alarms. We treat the sea-mines in the images as anomalies and the reflections from the seabed are considered normal background clutter. Automatic detection of sea mines in side-scan sonar imagery is a challenging task due to the high variability in the appearance of the target and sea-bed reverberations (background clutter). Objects in side-scan sonar appear as a strong bright region (highlight) alongside a dark region (shadow), which is due to the object blocking the sonar waves from reaching the seabed. Most algorithms for detection of sea-mines in side-scan sonar make use of a training set, based on real images and/or synthetic ones [6, 34, 35]. Our diffusion-based approach does not require a training set and makes no assumptions regarding the appearance of the mine or its shadow in the image.

We evaluated our approach on a set of 48 side-scan sonar images of size 200 × 200 pixels. We use patches of size 8 × 8 and a sampling density of 20% of the patches so that m ≈ 8000. Note that the size of the images enables denser sampling of the image, however we intentionally use a small percentage of the patches in the image to demonstrate that this framework is applicable also for larger-sized images. The patches are embedded to a diffusion maps space of dimensionality ℓ = 6.

Detections are found by applying a threshold to the final anomaly score image, resulting in a binary image. A detection is a connected component (CC) in the binary image, where a CC containing the sea-mine is a true positive (TP) and any other CCs are false alarms (FA). We count all detections on the sea-mine as a single TP for a given image, whereas there can be more than one FA in an image. The size of the CC can be used to reject noisy detections by discarding small CCs. We compare two thresholds on the area of the CC: 5 pixels and 10 pixels. Using a larger threshold on the size rejects more FAs, but can also result in a decreased amount of TPs, for small sized anomalies. We compare the percentage of TPs for each method for a given FA rate. Results are given in Fig. 1.

We compare our proposed iterative diffusion detection (IDD) algorithm with three other methods:

- IterStat: An iterative local statistical model-based method as proposed in [4].
- CAS: The saliency method proposed in [33] where detection is performed by applying a threshold to the saliency map.
- MS-CAS: The multiscale method we proposed in [32].

The IDD method is based on the joint diffusion and OOSE construction presented in Sec. 3.3. We compare this method to the “traditional” approach of calculating the diffusion map using only the sample set as in Sec. 2 and performing OOSE, where we employ the Laplacian pyramids approach in [21] (denoted IDD-LP).

For both IDD (blue plot) and IDD-LP (red plot), the second iteration results in a significant increase in performance (comparing the dashed plot for the first iteration to the solid plot for the second iteration). Comparing IDD and IDD-LP, calculating the affinity matrix for the sample set by integrating the affinity to all patches in the image yields a gain of about 4% in the second iteration. Both methods are comparable to the multiscale MS-CAS approach we proposed in previous work (yellow plot) with an advantage of 6% for IDD. Another advantage of our new approach is that MS-CAS is based on a multiscale representation of the image and is thus limited to anomaly detection in images. The IDD method can be adapted to any data provided an anomaly score in the diffusion maps space.

Comparing the diffusion-based iterative method to the statistical method (green plot), our data-driven approach has significantly higher performance and is not sensitive to parameter selection of the statistical model. Our method also outperforms the CAS method [33]. The reason for this is that the saliency-based method uses a feature space which is suitable for natural images. The images we tested are side-scan sonar and are very noisy. Thus, some of the noise patterns in the background are given a high saliency score. Using the diffusion map as a feature space suppresses the noise, due to the robustness of the diffusion distance, and the noisy patterns are clustered with the background and not detected as anomalies.

5. CONCLUSIONS

We presented a new iterative anomaly detection algorithm using diffusion maps. Based on a spectral clustering analysis, we proposed a method that iteratively improves the sample set used to construct the diffusion map by including suspicious samples detected in the previous iteration. This leads to a representation that better separates the anomaly from the background. In addition, we obtained an improved representation by using an affinity kernel that incorporates all the data and not just the limited sample set. Our algorithm achieved successful performance in the challenging task of automatic target detection in side-scan sonar images and achieved superior results compared to competing methods.
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