TRANSFERRING CLOTHING PARSING FROM FASHION DATASET TO SURVEILLANCE
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ABSTRACT
In this paper we address the problem of automatic clothing parsing in surveillance video with the information from user-generated tags such as "jeans" and "T-shirt". Although clothing parsing has achieved great success in fashion clothing, it is quite challenging to parse clothing in practical surveillance conditions due to complicated environmental interferences, such as illumination change, scale zooming, viewpoint variation and etc. Our method is developed to capture the clothing information from the fashion field and apply it to surveillance domain by weakly-supervised transfer learning. Most of attribute labels in surveillance images convey strong location information, which can be considered as weak labels to deal with the transfer method. Both quantitative and qualitative experiments conducted on practical surveillance datasets have shown the effectiveness of the proposed method.

Index Terms— clothing parsing, transfer learning, semi-supervised learning

1. INTRODUCTION

Clothing parsing is an image parsing task for labeling garment items on the level of pixels. Though clothing parsing is a relatively new research area in computer vision, it has attracted growing attentions in wide fields, ranging from person identification [1, 2, 3], body shape estimation [4] and content-based image retrieval [5] to fashion images parsing [6]. This paper studies clothes parsing in the surveillance condition, as it can be used as implicit cues of persons identities, locations and even their occupations.

In surveillance domain, related work focused on extracting an entire clothing region [7] or providing labels in image-level [8, 9], which are far from the genuine pixel-level clothing parsing. In contrast, clothing parsing has been widely used in the fashion domain [10, 11, 12, 13] as fashion images are often depicted with kind lighting, standard pose, high resolution and good quality. In this line, a milestone work was done by Yamaguchi et al. [14]. They proposed an excellent framework to parse clothing images into their constituent garments. However, directly using the fashion images as training data to parse surveillance clothing is still challenging because of the intrinsic domain difference between surveillance and fashion conditions. Some failure cases (such as some labels monopolizing the object, missing the human object) in MIT dataset are showed in Fig. 1.

Some researchers attempt to use transfer leaning to bridge the domain gap between surveillance and fashion domain. The transfer learning aim to store knowledge (called 'trained model' in this paper) gained while solving one problem and applying it (which needs to be updated) to a different but related problem [15]. Recently, Chen et al. [16, 17] used CNN based deep domain adaptation network to model data from two domains jointly, but they only focused on clothing attributes without image segmentation. Shi et al. [18] transferred semantic representation between two domains for person re-identification and search, which only took the coarse segmentation as a latent variable.

Above work inspires us that applying transfer learning on clothing parsing could be a feasible solution to solve the domain gap problem. And exploring an available method to update model is the key to coping with this problem. Then we develop the update method with attribute labels (considered as weak labels here). Unlike previous work, this method can capture the plentiful clothing information from fashion domain. Besides, those image-level labels are easy to achieve.

In our work, we raise an iterative method to parse surveillance images. Firstly, we initialize the model by training the fashion dataset. Then we handle domain adaption problem
2. CLOTHING PARSING MODEL

In this section, an improved clothing parsing is described, including general a definition of the clothing parsing, main approaches and the clothing label model.

2.1. Clothing Parsing Definition

Clothing parsing can be considered as a labeling problem, where images are segmented into superpixels and then clothing labels for every segmentation are predicted in a CRF model. In this paper, the probability distribution \( P(L|I) \) is given by the model where \( L, I \) indicates the set of clothing labels and an image with person respectively. Here we mainly focus on surveillance images with low-resolution, motion blur, which make some labels (like “ring” or “bracelet”) unavailable to parse. Thus these labels will be removed from previous fashion framework. Table 1 shows the labels we used.

2.2. Overview of the Clothing Parsing Approach

The clothing parsing is comprised of three steps as Fig. 3 shows:

In the first step, segmentation algorithm [19] is used to obtain the superpixel regions. For a general surveillance image, it typically yields tens of segmentation under the threshold value of 0.05. For the next step, it adapts a implementation [20] to estimate the human pose in the image, which includes a latent variable to infer the typical label of body part. Considering of the pose estimation, the probability distribution \( P(L|I) \) is replaced by \( P(L|X, I) \), \( X \) means \( P(L|X, I) \). In the last step, the \( P(L|X, I) \) is modeled with the classic graph model - conditional random field. And the feature vectors exploit the low-level feature combined by normalized histograms of RGB CIE L*a*b* color, Gabor filter responses, normalized 2D coordinates and body joint locations within the image frame.

2.3. Clothing Label Model

In our clothing parsing pipeline, we first initialize our estimating pose \( \hat{X} \) and estimating body part type \( T \) with \( P(X, T|I) \) [20], the \( T \) here is a hidden variable representing a type of pose components. Then the clothing labeling can be estimated by

\[
\hat{L} \in \text{argmax}_L P(L|\hat{X}, I). \tag{1}
\]

The probability distribution \( P(L|X, I) \) is modeled with a second order CRF:

\[
P(L|X, I) 
\equiv e^{(\sum_{i\in U} \Phi(l_i|X,I) + \sum_{(i,j)\in V} \lambda_1 \psi_1(l_i, l_j)) + e^{(\sum_{(i,j)\in V} \lambda_2 \psi_2(l_i, l_j|X,I) + \sum_{(i,j)\in M} \lambda_3 \psi_3(l_i, l_j|X,I) - \ln Z)}}, \tag{2}
\]

where \( U \) denotes a region index within a set of superpixels, \( V \) is a set of neighboring pairs of image regions, \( M \) is a set of mirror part of one’s body, \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are model parameters, and \( Z \) is a partition function. And the unary potential function \( \Phi \) obtained by

\[
\Phi(l_i|X,I) \equiv \ln P(l_i|\phi(s_i, X)), \tag{3}
\]
here the $s_i$ is $i$-th image superpixel region, and $\phi$ is defined by feature vector as mentioned in section 2. $\Psi_1(l_i,l_j)$ represents a log empirical distribution over pairs of clothing region labels

$$\Psi_1(l_i, l_j) \equiv \ln P(l_i, l_j). \quad (4)$$

$\Psi_2(l_i, l_j | X, I)$, $\Psi_3(l_i, l_j | X, I)$ estimates the probability of neighboring pairs and the same body type respectively who has the same label:

$$\Psi_2(l_i, l_j | X, I) \equiv \ln P(l_i = l_j | \psi(s_i, s_j, X)), \quad (5)$$

$$\Psi_3(l_i, l_j | X, I) \equiv \ln P(l_i = l_j | \psi(s_i, s_j, X)). \quad (6)$$

The graphical model with loopy structure is hard to parse exactly. Therefore, the belief propagation is exploited here to obtain an approximate MAP assignment, using the libDAI implementation.

3. SURVEILLANCE ADAPTATION

In this section, we describe our general technical approach of transferring a fashion based model to the surveillance dataset with some weak labels.

3.1. Overview of the Surveillance Adaptation Approach

Images, in the excellent fashion dataset with pixel-level labels, are taken in ideal fashion conditions. However it is unreliable to directly use the model trained in fashion domain for predicting pixel-level labels in the surveillance domain. In order to bridge this gap, we design a multiple-instance transfer learning for the surveillance adaptation problem as shown in Fig. 2. In our initial clothing parsing task we learn a model based on the fashion dataset. Then we retrain the model with the positive/negative bags.

3.2. Surveillance Adaptation Model

A general scheme for a simple optimization can be described as follows. Alternate the following two steps: 1) for a given trained model, find the high confidence images as positive instance. 2) for given positive images, update the clothing parsing model.

The confidence evaluation plays a significant role in the transfer learning model as traditional clustering methods in multiple-instance learning. It is natural to define the function with the position and areas. In our simple scheme, any geometrical information will be utilized to evaluate the performance of clothing parsing without pixel-wise labels. Just as the the hair is always appeared in the upper of the image or the area ratio of shoes can not hold for too much. We define confidence evaluation by

$$c = f(\frac{1}{w_p \cdot D_p + w_a \cdot |a_L - a_0|}) \quad (7)$$

where $f(\cdot)$ is the hyperbolic tangent. The $w_p$ and $w_a$, computed by discrete degree, denote the weights vector of the samples positions Euclidean distances $D_p$ and areas distance between current area ratio $a_L$ and the mean area ration $a_0$ respectively. And the results of the clothing parsing will be assigned to positive bags if $c$ is greater than 0.8 (we test the numbers from 0.1 to 0.9 by step 0.1 separately, and 0.8 achieves the best performance).

In the update step, we take the segments which are far from the regular position, like edges of an image, as negative samples to ensure negative bags only containing negative ones. Then we train the updated model as section 2 mentioned above.

4. EXPERIMENTAL RESULTS

In the following part, we conduct experiments on two surveillance datasets to investigate the performance of our surveillance adaptation approach.

4.1. Datasets

There are three datasets including Colourful-Fashion, MIT and PRID employed to experiment. Note that the first dataset is used as auxiliary source, and the last two datasets are used as target data. Colourful-Fashion [14] includes 685 photos whose pixel-level annotation is provided with 53 different clothing items and 3 additional labels. MIT [21] contains 888 pedestrians pictures with 65 attributes [22]including the age, gender or some none-clothing labels. Those attributes are manually reduced to 44 attributes. PRID [23] is captured with two different static surveillance camera views. It contains 1134 persons images. To each target dataset, our measurements use 100 images (pixel-labeled by us) for testing and use the remaining for transfer learning in each dataset.

4.2. Clothing Parsing Accuracy

We measure performance of clothing labeling in average pixel accuracy and average IoU (intersection-over-union). Table 2 shows a comparison for 4 versions of our approach in 2 datasets including two surveillance scenes. Obviously the most frequent label present in our images is background. Simply predicting all regions as background results in a reasonably good accuracies (77.6%, 73.3%, 68.6% for each dataset). Thus we use those predictions as our baselines for comparison. The full parsing problem with all 44 garment possibilities is quite challenging. Here the transferred clothing parsing without known items (garment meta-data) is worse than the one with known items, but still performs over the baseline, obtains 78.2% and 72.6% pixel accuracy. The transferred predictions present an efficient improvement than the original ones, achieves an improved 84.2%, 77.7% pixel accuracy for surveillance datasets.
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Table 2. Clothing Parsing average Pixel Accuracy Performance. Results are shown over the original model with unknown items (1st line), the original model with known items (2nd line), the transferred model with unknown items (3rd), the transferred model with known items (4th line) and the baseline (bottom).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MIT</th>
<th>PRID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.763</td>
<td>0.708</td>
</tr>
<tr>
<td>Original+Items</td>
<td>0.820</td>
<td>0.754</td>
</tr>
<tr>
<td>Transferred</td>
<td>0.782</td>
<td>0.726</td>
</tr>
<tr>
<td>Transferred+Items</td>
<td>0.842</td>
<td>0.777</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.733</td>
<td>0.686</td>
</tr>
</tbody>
</table>

Table 3. Clothing Parsing average IoU Performance. The IoU shows a relatively low score due to the numerous attributes. But the results with transferred method still outperform the original ones substantially.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MIT</th>
<th>PRID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.082</td>
<td>0.074</td>
</tr>
<tr>
<td>Original+Items</td>
<td>0.235</td>
<td>0.189</td>
</tr>
<tr>
<td>Transferred</td>
<td>0.113</td>
<td>0.093</td>
</tr>
<tr>
<td>Transferred+Items</td>
<td>0.295</td>
<td>0.248</td>
</tr>
</tbody>
</table>

Table 3 shows the average IoU performance over the 44 garments in the same datasets. Here we consider the original clothing parsing without known items as our baseline, which shows 8.23%, 7.37% average IoU. Note that our method is also roughly obtain 37%, 26% relative improvement with respect to baseline of MIT and PRID datasets. The transferred clothing parsing with known items also perform elegant results with 29.5% and 24.8%.

4.3. Qualitative Evaluation

Our work mainly aims at the surveillance domain. Thus we show some clothing parsing results from both MIT and PRID. Fig. 4 shows some good parsing results. Our method is able to parse clothing successfully in the challenging resolution, illumination, contrast ratio. Meanwhile, it also can deal with various orientations, complex background relatively well.

Failure cases are illustrated in Fig. 5. Our approach may lead some wrong results under following scenarios: (a) several persons appear in a single image simultaneously; (b) some items (including clothing garment and background) share the similar appearance; (c) illumination condition is poor.

5. CONCLUSION

In this work, we present an iterative parsing optimization method for clothing in surveillance environment. The core idea is: utilizing the multiple-instance to transfer the fashion trained model into surveillance model, with help of weak labels. The method is proved to be effective to parse the clothing without pixel-level labels. The algorithm is simple and the effect promotes significantly. These make the proposed clothing parsing model to be suitable for the surveillance application and the time and manual cost cheaper.
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