ABSTRACT

In this paper, we propose a novel method restoring multi-focus images based on convex optimization with new constraint for fixed pattern noise. Even weak fixed pattern noise on multi-focus images degrades all-in-focus images reconstructed by linear combination of them, especially, when using telecentric optical systems such as microscopes. Our novel method introduces constraint for additive fixed pattern noise into total variation minimization and then it is improved for multiplicative fixed pattern noise. The proposed method suppresses fixed pattern noise on multi-focus images very robustly to avoid such degradation on reconstructed images. Experimental results show that our method achieves high performance compared to simple total variation minimization.
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1. INTRODUCTION

Our previously proposed image reconstruction from multi-focus images for efficient scene refocusing without any depth estimation adopts linear combination of them in the frequency domain [1]. However, our image reconstruction suffers from severe degradation only if using telecentric optical systems such as microscopes and reconstructing simple all-in-focus images. Even weak fixed pattern noise on multi-focus images acquired by microscopes is directly integrated by our linear filters in the frequency domain into such artifacts on reconstructed all-in-focus images because each filter works as a high-pass filter to extract regions in focus from the multi-focus images. In order to obtain better quality of all-in-focus images, we need to suppress fixed pattern noise on multi-focus images very robustly before image reconstruction.

Many researchers adopted total variation minimization [2, 3, 4] as effective optimization for image denoising and it has been greatly improved for various applications in recent years [5, 6, 7]. On the other hand, non-local image denoising integrating similar regions found by block matching is also known to be very effective [8, 9]. Actually, it is extended to video denoising [10, 11] and multi-view image denoising [12, 13], and they show significant performance for strong noise. However, noise on multiple images is not directly analyzed well based on integration of them to deal with even weak noise robustly. In this paper, we propose a novel method for restoration of multi-focus images, that is unique and hardly investigated in comparison with video denoising [14], based on convex optimization by introducing new constraint on solution sets for fixed pattern noise into total variation minimization. On blurred regions of multi-focus images, weak fixed pattern noise can be detected and precisely suppressed, and those regions are expected to help clear textures to be well preserved without over-smoothing.

We show experimental results using synthetic and real images with additive or multiplicative fixed pattern noise. Our proposed method is evaluated and compared with conventional image denoising by reconstructing all-in-focus images after restoration of multi-focus images.

2. RESTORATION OF MULTI-FOCUS IMAGES

2.1. Removal of Additive Fixed Pattern Noise

Because multi-focus images mainly consist of smoothly blurred regions, effective image denoising is easily achieved except for regions in focus by optimization minimizing an...
appropriate objective function such as total variation. In addition, in the case of fixed pattern noise, we may introduce constraint on solution sets into such optimization, where pixel values at the same position on multi-focus images are to be equally increased or decreased.

Actually, as shown in Fig.1, if incorrectly suppressing textures in focus, variations of blurred regions greatly increase. On the other hand, if correctly suppressing fixed pattern noise, variations of them successfully decrease. As a result, our approach is expected to only suppress fixed pattern noise precisely in avoiding over-smoothing.

In this paper, under the above-mentioned constraint, restoration of multi-focus images with additive fixed pattern noise [15] is formulated as a convex optimization problem to minimize the variations of them in Eq. (1).

$$\hat{u} = \arg \min_u J(u) + F_\nu(u)$$

s.t. \( \forall (i,j) \in W \times H, (u_{(i,j)} - v_{(i,j)}) \parallel d \),

where multi-focus images \( g_k \in \mathbb{R}^N (k = 1, \ldots, M) \), having \( N (= N_h \times N_v) \) pixels, are merged into a single image, \( v = (g_1^T \ldots g_M^T)^T \in \mathbb{R}^{NM} \). Here, we evaluate smoothness of an image by using total (generalized) variation as \( J \in \{ J_{TV}, J_{TV}^2 \} \) [5, 6]. \( F_\nu \) is an indicator function of \( \ell_2 \) norm ball \( B^{\ell_2} = \{ u \in \mathbb{R}^{NM} \parallel \| u - v \|_2 \leq \varepsilon \} \). That is to say, \( F_\nu(u) = 0 \) if \( u \) is inside of the ball, and it is \(+\infty\) outside of the ball.

We determine \( \varepsilon \) by using standard deviation \( \sigma \) of the fixed pattern noise, that is given or can be estimated. For example, \( \varepsilon = \sqrt{NM} \sigma \) is simple and appropriate. In the constraint of Eq. (1), \( W \times H = \{1, \ldots, N_h \} \times \{1, \ldots, N_v \} \) represents all the pixel positions on the image sensor and \( v_{(i,j)}, u_{(i,j)} \in \mathbb{R}^M \) represent vectors which are composed of \( M \) pixel values corresponding to the same position \((i,j)\) on the original multi-focus images \( g_k (k = 1, \ldots, M) \) and restored ones, respectively. Then, this constraint keeps difference between the vectors parallel to \( d = (1, \ldots, 1) \in \mathbb{R}^M \) and pixel values at the same position on multi-focus images are equally increased or decreased after image restoration. Such restoration results in suppressing only fixed pattern noise very robustly.

Fig.2 shows the constraint on solution sets for fixed pattern noise. We define subset \( C_1 \) for new constraint using the vector space spanned by \( S = \{ d_k \in \mathbb{R}^{NM} \parallel k = 1, \ldots, N \} \), where only \( M \) elements corresponding to the \( k \)-th pixel on the image sensor are set to 1 on \( d_k \), while the other elements are set to 0. Subset \( C_1 \) including \( v \) is parallel to the vector space. Subset \( C_2 \) is ordinary constraint of \( \ell_2 \) norm ball around \( v \). Finally, the constraint for fixed pattern noise becomes \( u \in C_1 \cap C_2 \), that is a gray region in Fig.2.

Here, we combine the new constraint and the objective function using \( F_\nu \) in Eq. (1) into the following one using \( F_\nu \) in Eq. (2), where \( F_\nu (u) = 0 \) in \( C_1 \cap C_2 \) and it gets \(+\infty\) outside of it.

$$\hat{u} = \arg \min_u J(u) + \hat{F}_\nu(u) \tag{2}$$

Algorithm 1 is an iterative procedure to solve Eq. (2) with \( J = J_{TV}^{PGV} \), that is obtained by applying a primal-dual splitting (PDS) method [16, 17] to the equation. Specifically, we refer to the paper for color image denoising [6] and its procedure is modified as follows: \( J \) and \( F_\nu \) are assigned to different convex functions for PDS and color, deblurring and dynamic range of \( u \in [0, 255]^{NM} \) are excluded from consideration.

In addition, as shown in Fig.2, \( \text{prox}_{g_k} \) [6] for obtaining \( u \) by convex projection of \( u \) on \( \ell_2 \) norm ball is replaced with \( \text{prox}_{g_k} \) for obtaining \( u'' \) by convex projection of \( u \) on the subset \( \mathbb{S}_1 \cap C_2 \) corresponding to fixed pattern noise. We implement \( \text{prox}_{g_k} \) with the first convex projection on \( C_1 \) and the second convex projection on \( \ell_2 \) norm ball to obtain \( u'' \).

2.2. Removal of Multiplicative Fixed Pattern Noise

Degradation by multiplicative noise can be formulated as \( v = u \eta \), where \( u \) and \( v \) are pixel values before and after degradation, respectively, and \( \eta \) has a distribution of mean 1 and variance \( \sigma_n^2 \) [3, 18]. Multiplicative fixed pattern noise varies spatially on image sensors is caused by PRNU (photo response non-uniformity) that has an approximately normal distribution [19]. Therefore, we adopt simple \( v = u(1 + w) \), where \( w \) has a normal distribution \( N (0, \sigma_n^2) \).

In this paper, we apply logarithmic transformation to pixel values in order to convert multiplicative fixed pattern noise to additive components as follows:

$$\log(v) = \log(u) + \log(1 + w).$$
Table 1. n-th order approximation of $\mu_t$ and $\sigma_{mt}^2$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\mu_t$</th>
<th>$\sigma_{mt}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>$\sigma_{m}^2$</td>
</tr>
<tr>
<td>2</td>
<td>$-\frac{1}{2}\sigma_{m}^2$</td>
<td>$\sigma_{m}^2 + \frac{1}{2}\sigma_{m}^4$</td>
</tr>
<tr>
<td>3</td>
<td>$-\frac{1}{2}\sigma_{m}^2$</td>
<td>$\sigma_{m}^2 + \frac{1}{2}\sigma_{m}^4 + \frac{1}{4}\sigma_{m}^6$</td>
</tr>
<tr>
<td>4</td>
<td>$-\frac{1}{2}\sigma_{m}^2 - \frac{1}{2}\sigma_{m}^2$</td>
<td>$\sigma_{m}^2 + \frac{1}{2}\sigma_{m}^4 + \frac{1}{4}\sigma_{m}^6 + 6\sigma_{m}^8$</td>
</tr>
<tr>
<td>5</td>
<td>$-\frac{1}{2}\sigma_{m}^2 - \frac{3}{2}\sigma_{m}^4$</td>
<td>$\sigma_{m}^2 + \frac{1}{2}\sigma_{m}^4 + \frac{1}{4}\sigma_{m}^6 + 20\sigma_{m}^8 + 120\sigma_{m}^{10}$</td>
</tr>
</tbody>
</table>

Then, the proposed method in the previous subsection can be easily improved for multiplicative fixed pattern noise. We note that mean $\mu_t$ and variance $\sigma_{mt}^2$ of fixed pattern noise after logarithmic transformation are not equal to 0 and $\sigma_{m}^2$, respectively. Actually, because

$$\log(1 + w) = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} w^n \quad \text{if} \quad |w| < 1$$

we can obtain approximation of $\mu_t$ and $\sigma_{mt}^2$ as shown in Tab.1.

Here, we simply replace logarithmic transformation $\log(v)$ with $\log(v) - \mu_t$. Then, the center of the $\ell_2$ norm ball only shifts and remains on new constraint $C_1$ for fixed pattern noise because $\mu_t$ is constant. We set the radius to $\epsilon = \sqrt{NM}\sigma_{mt}$. Finally, we can apply Algorithm 1 to multi-focus images with multiplicative fixed pattern noise after the transformation. Of course, in order to obtain restored multi-focus images from optimized $\bar{u}$ by Algorithm 1, we need to apply inverse transformation to each element $u$ of $\bar{u}$ by using the ordinary exponential function $e^w$.

3. EXPERIMENTS

3.1. Simulations for Additive Fixed Pattern Noise

For simulations in this section, we prepare multi-focus images $x_k$ ($k = 1, \ldots, 64$) as ground truth by placing “Barbara” (128 $\times$ 128 pixels) orthogonal to the depth direction at $k = 33$. There are Gaussian blurs on $x_k$ by setting $\gamma = 1.0$ as our 3D blurring parameter corresponding to the radius of the iris [1, 20, 21]. Then, we add fixed pattern noise of normal distribution $N(0, \sigma_a^2)$ and random noise of $N(0, \sigma_r^2)$ to $x_k$, where noisy multi-focus images $g_k$ are obtained after 8 bit quantization for our simulations. We note that random noise on $g_k$ is independent of that on $g_{k'}$ if $k \neq k'$, while fixed pattern noise on $g_k$ is identical to that on $g_{k_0}$. We control the radius of $\ell_2$ norm ball in consideration of the noise level by $\epsilon = \sqrt{NM}\sigma_a$ ($N = 128 \times 128, M = 64$) and we always set $\alpha = 0.5, \gamma_1 = 0.01, \gamma_2 = 1/(12\gamma_1)$ in Algorithm 1. In addition, we adopt $\|u^{(n+1)} - u^{(n)}\|_2/\|u^{(n)}\|_2 \leq 10^{-6}$ as a stopping criterion.

At first, in Fig.3(a), multi-focus images and reconstructed all-in-focus images with or without the proposed image restoration are shown, where $\sigma_a = 0, 1, 10$ from left to right. Fig.3(c) indicates quality of them when varying $\sigma_a$. At $\sigma_a = 0.5$, quality of the reconstructed all-in-focus image significantly increases from 20.6[dB] to 38.3[dB] after restoration of multi-focus images. Even at $\sigma_a = 10$, it keeps good quality of 34.3[dB]. Note that we calculate the PSNR in Fig.3(c) after 8 bit quantization, except for restored multi-focus images, that are treated by floating point numbers, and random noise does not exist ($\sigma_{ra} = 0$) in this simulation. For comparison, in Fig.3(b), we show reconstructed all-in-focus images after restoration of multi-focus images by using simple TGV, (c) performance comparison, (d) effects of random noise.

Next, in order to evaluate effects of fixed pattern noise compared to those of random noise, quality of multi-focus images and reconstructed all-in-focus images without any restoration is analyzed by varying $\sigma_{ra}$ in Fig.3(d). When only random noise exists ($\sigma_a = 0$), quality of reconstructed all-in-focus images decreases to 18.7[dB] at $\sigma_{ra} = 5$. However, when even weak fixed pattern noise exists ($\sigma_a = 0.5$), it cannot go over 20.6[dB] regardless of random noise. We notice that it is important for all-in-focus image reconstruction by linear combination of multi-focus images to suppress even weak fixed pattern noise robustly rather than random noise.
3.2. Simulations for Multiplicative Fixed Pattern Noise

In this subsection, multi-focus images $g_k$ are prepared by adding multiplicative fixed pattern noise of $N(0, \sigma_m^2)$ to $x_k$. We achieve restoration through the proposed transformation and its inverse in Sec.2.2. Except for $\varepsilon$, all the other parameters are set in the same way as the previous simulations. Then, experimental results in Fig.4(a) are obtained, where $\varepsilon$ is determined as described in Sec.2.2 with 4-th order approximation in Tab.1. According to Fig.4(d) indicating quality of multi-focus images and reconstructed all-in-focus images after restoration with $n$-th order approximation, we adopt $n = 4$.

For comparison, in Fig.4(b) and Fig.4(c), we also show reconstructed all-in-focus images after restoration of multi-focus images by using simple TGV and by directly using the proposed method for additive noise in Sec.2.1, respectively. The latter uses $\varepsilon = \sqrt{NM} \sigma_m \bar{v}$ ($\bar{v}$: the average pixel value of $v$). Our proposed method for multiplicative noise is superior to the other methods, as we also see in Fig.4(e), where quality of those images is indicated by varying $\sigma_m$. We notice that, at $\sigma_m = 10\%$, severe degradation exists on bright regions in Fig.4(c), where the noise gets much stronger than that of $\sigma_m \bar{v}$.

3.3. Experiments Using Real Images

In this subsection, we use real multi-focus images ($N = 128 \times 128, M = 64$), that are acquired by Olympus BX61 microscope with ORCA-Flash2.8. Our 3D blurring parameter $r = 1.25$ and standard deviation $\sigma_m = 0.5\%$ of multiplicative fixed pattern noise caused by the image sensor are estimated in advance [20, 21, 22]. Fig.5(a) shows multi-focus images and reconstructed all-in-focus images with or without restoration. Fig.5(b) indicates pixel values on the line of those images shown in Fig.5(a). We see good quality of the reconstructed all-in-focus image after our proposed restoration. For comparison, we also show those after restoration using simple TGV in Fig.5(a), where the reconstructed image is degraded severely in comparison with the previous simulations. Such simple TV-based methods tend to suppress dominant random noise in real images rather than weak fixed pattern noise causing the degradation. Experimental results show robustness of our proposed method for removal of fixed pattern noise.

4. CONCLUSIONS AND FUTURE WORKS

We proposed a novel method for removing fixed pattern noise on multi-focus images accurately by achieving such restoration as convex optimization with new constraint for the noise. Experimental results show robustness of our proposed method for all-in-focus image reconstruction using linear combination of multi-focus images with additive or multiplicative fixed pattern noise even in the case of real images.

In the future, we will extend our method to remove more complex noise including both additive and multiplicative components. For further quality improvement, suppression of dominant random noise on real images needs to be integrated.
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