ABSTRACT
This paper presents a Bayesian extension of multichannel nonnegative matrix factorization (MNMF) that decomposes the complex spectrograms of mixture signals recorded by a microphone array into basis spectra, their temporal activations, and the spatial correlation matrices of sources (directions) in the time-frequency-channel domain. Although the original MNMF can be used in a blind setting, prior knowledge of a microphone array is useful for improving source separation. The impulse response (spatial correlation matrix) of each direction can be measured in an anechoic room, however, it differs from that in a real environment where the microphone array is used. To solve this, we propose a unified Bayesian model of source separation and localization by introducing a prior distribution determined by an anechoic spatial correlation matrix on a real spatial correlation matrix with respect to each direction. This enables us to adaptively estimate a real spatial correlation matrix and the direction of each source. Experimental results showed that our method outperformed the original MNMF and the state-of-the-art methods with prior knowledge in terms of signal-to-distortion ratio (SDR) even when the method was used in an unknown environment with acoustic characteristics different from those of the anechoic room.
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1. INTRODUCTION
Microphone array processing forms the basis of computational auditory scene analysis that aims to recognize individual auditory events in a sound mixture. In multichannel source separation, phase differences between microphones play a key role. For example, frequency-domain independent component analysis (ICA) [1] and independent vector analysis (IVA) [2, 3] can separate mixture sounds in such a way that source signals are statistically independent from each other. On the other hand, separation methods based on time-frequency (TF) clustering [4, 5] assign each TF bin of mixture sounds exclusively to one of the sources by focusing on the phase information.

The power spectrograms of sources as well as phase differences between microphones have recently been modeled for multichannel source separation. Nonnegative matrix factorization (NMF) [6] is a well-known technique of single-channel source separation that approximates the power spectrogram of each source as a rank-1 matrix. Various approaches have been proposed to separate sounds by NMF [7–9]. To deal with spatial correlation matrices over microphones, Sawada et al. [10] proposed a multichannel extension of NMF (MNMF). Kitamura et al. [11] proposed a rank-1 MNMF that restricts the spatial correlation matrices to rank-1 matrices and this model was shown to be an NMF-integrated version of IVA. TF clustering-based method [5] can also be integrated with NMF [12]. Deep neural networks have been used to estimate the power densities of sources [13]. In general, most of multichannel separation methods have been designed so that they can be used in a blind setting.

In this paper we propose a Bayesian extension of MNMF that can incorporate various kinds of prior knowledge in a principled manner. When prior knowledge about an environment, microphones, and/or sources (e.g., microphone array geometry, impulse responses measured in an anechoic room, and the template spectra of sources) are available, for example, the parameters of MNMF can be converged to reasonable values. Furthermore, a nonparametric Bayesian extension of MNMF would be feasible to automatically estimate the number of sources according to observed data in a similar way to a nonparametric Bayesian model of TF clustering [5].

As illustrated in Fig. 1, we design the generative process of the complex spectrograms of multi-channel mixture signals and then try to solve the inverse problem. More specifically, the power spectrogram densities of each source are determined by the product of a basis matrix and an activation matrix. The spatial correlation matrices of each source, on the other hand, are given by the weighted sum of those corresponding to different directions. Using these two types of variables, the complex spectrogram of each source is stochastically generated. The mixture spectrograms are given by the sum of the source spectrograms. The proposed method uses spatial correlation matrices (impulse responses) measured in an anechoic room to determine prior distributions on real spatial correlation matrices. Given the mixture spectrograms as observed data, we optimize all the parameters iteratively using Gibbs sampling. Finally, the source spectrograms are obtained by multichannel Wiener filtering and the source directions are determined from the direction weights.
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2. RELATED WORK

A conventional approach to multichannel source separation is to estimate a linear unmixing filter that decomposes the complex spectra of mixture signals into those of source signals in the frequency domain [1–3, 14]. Mixture signals are usually modeled as the sum of source signals convolved with the impulse responses of the corresponding source directions. This is equivalent to an instantaneous mixing process in the frequency domain, i.e., the complex spectra of mixture signals are the sum of source spectra multiplied by the impulse-response spectra. Using such linearity between mixture and source spectra, frequency-domain ICA can estimate a linear unmixing filter for each frequency bin [1]. The permutation of separated source spectra, however, is not aligned between different frequency bins. One way to resolve this permutation ambiguity is to focus on the directions and inter-frequency correlations of the sources [14]. IVA [2, 3] is an extension of ICA that can jointly deal with all frequency components in a vectorial manner.

Another popular approach to multichannel source separation is nonlinear time-frequency hard masking based on the sparseness (disjointness) of source spectrograms [4, 5, 12, 15–17]. If each TF bin is assigned to one of sources independently [16], the permutation ambiguity arises as in ICA. To avoid this problem, Otsuka et al. [5] proposed a Bayesian mixture model inspired by latent Dirichlet allocation (LDA) in which each TF bin is exclusively assigned to one of sources, each of which is further exclusively assigned to one of directions. The impulse responses measured in an anechoic room can be used as prior knowledge for joint source separation and localization. This method was extended to a Bayesian factor-mixture model called NMF-LDA [12] that approximates the power spectrum of each source as a low-rank matrix (weighted sum of rank-1 basis matrices) for completing missing TF bins assigned to other sources. An alternative extension is a Bayesian mixture-mixture model called LDA-LDA [17] that exclusively assigns each TF bin of the power spectrum of each source to one of bases.

MNMF [10, 18] is nonlinear time-frequency soft masking method. More specifically, MNMF decomposes the complex spectrograms of mixture signals into basis spectra, temporal activations, and spatial correlation matrices. This is a factor-factor model because the multichannel mixture spectrum at each TF bin is modeled as a weighted sum of source spectra (i.e., each TF bin is not assigned to one of sources), each of which is further modeled as a weighted sum of basis spectra. To reduce the initialization sensitivity of MNMF, various restrictions on the spatial correlation matrix have been proposed. Kitamura et al. [11] restricted those to rank-1 matrices. Nikunen et al. [19] calculated those using the geometry of the microphone array. The main contribution of this paper is to formulate a Bayesian factor-factor model to incorporate prior knowledge of a microphone array into the framework of MNMF as in [5]. A Bayesian model enables prior knowledge to adapt to the recorded environment.

3. BAYESIAN MNMF

This section explains a Bayesian model of MNMF that decomposes the complex spectrograms of mixture signals into basis spectra, temporal activations, and spatial correlation matrices in a statistical manner. Bayesian estimation of real spatial correlation matrices based on those measured in an anechoic room leads to accurate joint source separation and localization in an arbitrary environment.

3.1. Model formulation

When K sources are observed with M microphones, each TF bin of the complex spectrograms of observed mixture signals and that of the complex spectrograms of source signals are defined as follows:

\[ x_{tf} = [x_{tfr}, \cdots, x_{tfl}]^T \in \mathbb{C}^M, \]
\[ y_{tf} = [y_{tf1}, \cdots, y_{tfK}]^T \in \mathbb{C}^K, \]

where \( x_{tfm} \) and \( y_{tfk} \) respectively denote the complex spectrum of microphone \( m \) and that of source \( k \) at time frame \( t \) and frequency \( f \). As is often the case with related work, we assume that the source spectrum \( y_{tfk} \) is complex Gaussian distributed as follows:

\[ y_{tfk} \mid \lambda_{tfk} \sim \mathcal{N}_C(0, \lambda_{tfk}), \]

where \( \lambda_{tfk} \) is the power spectrum density of source \( k \) at time frame \( t \) and frequency \( f \).

Assuming an instantaneous mixing process in the frequency domain, the observation \( x_{tf} \) is represented using source spectra and steering vectors as follows:

\[ x_{tf} = \sum_{k=1}^{K} a_{fk} y_{tfk}, \]

where \( a_{fk} \in \mathbb{C}^M \) is a steering vector of source \( k \) at frequency \( f \). We represent spatial directions with \( D \) discretized values indexed by \( d = 1, \ldots, D \). Note that a steering vector \( a_{fd} \) depends on both direction \( d \) and frequency \( f \) and it should theoretically be equivalent to a steering vector \( a_{fk} \) of a particular source \( k \) because the source exists at one of the directions. Relaxing this constraint, the steering vector of the source is represented as the weighted sum of steering vectors of all directions as follows:

\[ a_{fk} = \sum_{d=1}^{D} u_{kd} a_{fd}, \]

where \( u_{kd} \) is the weight of direction \( d \) for source \( k \) and \( \{u_{kd}\}_{d=1}^{D} \) is expected to be sparse to associate source \( k \) with one direction.

Using Eqs. (3), (4), and (5), the observation spectrum \( x_{tf} \) is found to be multivariate complex Gaussian distributed as follows:

\[ x_{tf} \mid \lambda, S, G \sim \mathcal{N}_C \left( 0, \sum_{k=1}^{K} \sum_{d=1}^{D} \lambda_{fk} s_{kd} G_{fd}^{-1} \right), \]

where \( s_{kd} = u_{kd}^2 \) and \( G_{fd} = a_{fd} a_{fd}^H \) is a spatial correlation matrix for direction \( d \) at frequency \( f \).

If the power spectogram densities \( \{\lambda_{tfk}\}_{l=1,f=1}^{L,K} \) of each source \( k \) are assumed to have a low-rank structure, they are decomposed as

\[ \lambda_{tfk} = \sum_{l=1}^{L} w_{klf} h_{klf}, \]

where \( w_{klf} \) is the power spectrum density of basis \( l \) at frequency \( f \) and \( h_{klf} \) is the volume of basis \( l \) at time frame \( t \).

Plugging Eq. (7) into Eq. (6), the likelihood of the unknown parameters \( W, H, S, G \) for the observed data \( X \) is given by

\[ x_{tf} \mid W, H, S, G \sim \mathcal{N}_C \left( 0, \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{d=1}^{D} w_{klf} h_{klf} s_{kd} G_{fd}^{-1} \right). \]

For mathematical convenience, the conjugate prior distributions are put on those model parameters as follows:

\[ w_{klf} \sim \text{Gamma}(a_0^w, b_0^w), \]
\[ h_{klf} \sim \text{Gamma}(a_0^h, b_0^h), \]
\[ s_{kd} \sim \text{Gamma}(a_0^s, b_0^s), \]
\[ G_{fd} \sim \mathcal{W}_C(v_0, G_0^{-1}), \]
where $\mathcal{W}_C$ is the complex Wishart distribution defined by
\begin{equation}
\label{eq:13}
\mathcal{W}_C(X|\nu, \Lambda) = \frac{|X|^{\nu - M} \exp[-\text{tr}(\Lambda^{-1}X)]}{A|\nu|\pi^{M/2} \prod_{m=1}^{M-1} \Gamma(\nu - m)} ,
\end{equation}
where $\nu \geq M$ is a degree of freedom and $\Lambda > 0 \in \mathbb{C}^{M \times M}$ is a scale matrix. To use prior knowledge about a microphone array, the steering vectors $a_{tfk}^0$ are measured for each direction $d$ in an anechoic room and $G_{fd}^0$ is set as $G_{fd}^0 = (a_{tfk}^0(a_{td}^0)^* + rI)$, where $r$ is a small number to make $G_{fd}$ positive definite.

### 3.2. Bayesian inference

Our goal is to calculate the posterior distribution $p(W,H,S,G|X)$ using the Bayes’ theorem $p(W,H,S,G|X) = \frac{p(X|W,H,S,G)p(W,H,S,G)}{p(X|W,H,S,G)}$, and find optimal parameters that maximize the posterior in practice. Since $p(W,H,S,G|X)$ is analytically intractable, but a posterior distribution of each parameter conditioned on the remaining parameters (e.g., $p(W|H,G,S,X)$) is tractable, we can use Gibbs sampling [20] that alternately and iteratively updates one of the parameters $W$, $H$, $S$, and $G$ according to the conditional posterior distribution by fixing the other parameters.

To derive a tractable conditional posterior of each parameter, we use a variational approach [21]. Although the conditional posterior is proportional to the complete joint likelihood given by the product of Eqs. (8)–(12), it is difficult to directly get samples from the conditional posterior because of the complicated form of Eq. (8). Therefore, the log-likelihood function defined by Eq. (8) is lower bounded by a tractable auxiliary function having auxiliary variables. The auxiliary function should become equal to the log-likelihood function when it is maximized with respect to the auxiliary variables. Such an auxiliary function can be used as a proxy for the log-likelihood function. More specifically, letting $Y_{tfkJkld} = w_{tfk} h_{tkld} + s_{tkld} G_{Jkld}^{-1}$, the log-likelihood is given by
\begin{equation}
\label{eq:14}
\log p(X|W,H,S,G) \geq \sum_{tf} \left( -\text{log } |Y_{tf}| - \text{tr}(X_{tf} Y_{tf}^{-1}) \right),
\end{equation}
where $X_{tf} = a_{tf}^H x_{tf}$ and $Y_{tf} = \sum_{kJkld} Y_{tfkJkld}$. To derive a lower bound $\mathcal{L}$ from Eq. (14), we use two inequalities used in [21]. First, for a convex function $g(Z) = -\text{log } |Z|$ ($Z \geq 0 \in \mathbb{C}^{M \times M}$), we calculate a tangent plane at arbitrary $\Omega \geq 0$ by using a first-order Taylor expansion as follows:
\begin{equation}
\label{eq:15}
-\text{log } |Z| \geq -\text{log } |\Omega| - \text{tr}(\Omega^{-1}Z) + M,
\end{equation}
where the equality holds when $\Omega = Z$. Second, for a concave function $q(Z) = -\text{tr}(Z^{-1}A)$ with any matrix $A \succeq 0$, we use the following inequality:
\begin{equation}
\label{eq:16}
-\text{tr}\left( \left( \sum_{k=1}^{K} Z_{k} \right)^{-1} A \right) \geq -\sum_{k=1}^{K} \text{tr}(Z_{k}^{-1} \Phi_k A \Phi_k^H),
\end{equation}
where $\{ Z_k \geq 0 \}_{k=1}^{K}$ is a set of arbitrary matrices, $\{ \Phi_k \}_{k=1}^{K}$ is a set of auxiliary matrices that sum to the identity matrix $\sum_{k} \Phi_k = I$, and the equality holds when $\Phi_k = Z_k (\sum_{k} Z_k)^{-1}$.

Using Inequalities (15) and (16), the log-likelihood function given by Eq. (14) is lower bounded by $\mathcal{L}$ as follows:
\begin{equation}
\label{eq:17}
\sum_{tf} \left( -\text{tr}(Y_{tf} \Omega_t^{-1}) - \text{log } |\Omega_t| + M \right)
\end{equation}
where $\Omega_t$ and $\Phi_{tfkJkld}$ are newly-introduced auxiliary variables. The auxiliary function $\mathcal{L}$ is maximized, i.e., the equality holds, when $\Omega_t$ and $\Phi_{tfkJkld}$ are given by
\begin{equation}
\label{eq:18}
\Omega_t = Y_{tf}^{-1},
\end{equation}
\begin{equation}
\label{eq:19}
\Phi_{tfkJkld} = Y_{tfkJkld}^{-1} Y_{tf}.\end{equation}

The parameters $w_{tfk}$, $h_{tkld}$, $s_{tkld}$, and $G_{Jkld}$ can be sampled from the following conditional distributions proportional to the product of Eqs. (9)–(12) and (17):
\begin{equation}
\label{eq:20}
w_{tfk} \mid X, \Theta \sim \text{IG}(a_t^w, \rho_t^{w}, \gamma_{tf}),
\end{equation}
\begin{equation}
\label{eq:21}
h_{tkld} \mid X, \Theta \sim \text{IG}(a_t^h, \rho_t^{h}, \gamma_{tkld}),
\end{equation}
\begin{equation}
\label{eq:22}s_{tkld} \mid X, \Theta \sim \text{IG}(a_t^{s}, \rho_t^{s}, \gamma_{tkld}),
\end{equation}
\begin{equation}
\label{eq:23}G_{Jkld} \mid X, \Theta \sim \text{MGIGC}(v_0, R_{Jkld}, U_{Jkld}),
\end{equation}
where $\Theta \rightarrow$ is a set of all parameters excluding $\psi$. $\text{IGIGC}$ indicates the generalized inverse Gaussian distribution [22] and $\text{MGIGC}$ indicates the complex matrix $\text{GIG}$ distribution [23], defined by
\begin{equation}
\label{eq:24}\text{GIG}(x|\gamma, \rho, \tau) = \exp\left\{ (\gamma - 1) \log x - \rho x - \tau / x \right\} / (2\pi^{\gamma / 2} |\Gamma(\gamma / 2)|),
\end{equation}
\begin{equation}
\label{eq:25}\text{MGIGC}(X|\gamma, R, U) \propto |X|^{-M} \exp\left\{ -\text{tr}(RX + UX)^{-1} \right\}.
\end{equation}

### 3.3. Source separation and localization

The multichannel mixture spectrum $x_{tf}$ over microphones at time frame $t$ and frequency bin $f$ is decomposed into the sum of multichannel source spectra $\{ \hat{x}_{tfk} \}_{k=1}^{K}$ using multichannel Wiener filtering [10] as follows:
\begin{equation}
\hat{x}_{tfk} = Y_{tfk} Y_{tf}^{-1} x_{tf},
\end{equation}
where $Y_{tfk} = \sum_d Y_{tfkJkld}$. 
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The source spectrograms of the first channel are transformed into time-domain source signals using the inverse short-time Fourier transform. The direction \( d(k) \) of each source \( k \) can be estimated by finding the direction such that the weight \( s_{dk} \) of direction \( d \) for the source \( k \) is maximized as follows:

\[
d(k) = \text{argmax}_{s_{k}} s_{kd}.
\] (35)

4. EVALUATION

This section reports comparative quantitative experiments conducted for evaluating the proposed method.

4.1. Experimental conditions

We synthesized convolutive mixture sounds as test data. Fig. 2 shows the locations of microphones and sources. Three sources were convoluted using impulse responses measured with 4 microphones in a room where the reverberation time \( RT_{60} \) was 400 ms. We used music signals (including guitar, bass, vocal, hi-hat, and piano sounds) and speech signals selected from the SiSEC data set [26] and the JNAS phonetically balanced Japanese utterances [27]. 30 mixture signals were used for evaluation: 10 mixtures of music signals, 10 mixtures of speech signals, and 10 mixtures of music and speech signals. The audio signals were sampled at 16 kHz and a short-time Fourier transformation was carried out with a 512-pt Hanning window and a 256-pt shift size. Hyperparameters were determined experimentally as follows: \( L = 20, a_{0} = a_{1} = a_{2} = a_{3} = b_{0} = b_{1} = b_{2} = b_{3} = 1, v_{0} = M + 1, \) and \( \epsilon = 0.01 \). The steering vectors \( a_{k}^{\text{s}} \) were measured for all directions with an angular interval of \( 5^\circ \) (\( D = 72 \)) in an anechoic room and they were different from those used to generate the test data.

We compared our method with the standard and state-of-the-art methods such as IVA [2], MNMF [10], NMF-LDA [12], and LDA-LDA [17]. The parameters of each method were updated or sampled 200 times. The signal-to-distortion ratio (SDR), signal-to-inferences ratio (SIR) and signal-to-artifacts ratio (SAR) [28] were used to evaluate the separation performance. We compared the localization performance of the proposed method with those of NMF-LDA [12] and LDA-LDA [17]. We evaluated the localization performance in terms of the average of the absolute localization errors.

4.2. Experimental results

The experimental results are listed in Tables 1, 2, and 3. With all signal mixtures the SDR was highest for the proposed method, but in terms of SIR the proposed method was inferior to NMF-LDA and LDA-LDA, which are methods based on TF clustering (hard masking of TF bins). In terms of SAR the proposed method was almost the same as the conventional MNMF and was better than any of the other conventional methods. The proposed Bayesian extension was found to work well because the SDR and SIR for it were higher than those of MNMF and the SAR for it was almost the same as that for MNMF.

The average absolute localization errors are listed in Table 4. Although the localization errors for the proposed method were larger than those for the conventional methods, the differences were less than \( 1^\circ \). We can thus say that the localization performance of the proposed method is comparable to that of the conventional methods.

The results show that the proposed model could separate and localize mixture sounds in an environment where the effective steering vectors are different from those measured in an anechoic room. This suggests that the proposed model can not only utilize the prior knowledge on the steering vectors but also adapt them according to the environment where mixture signals are observed.

5. CONCLUSION

This paper presented a Bayesian extension of MNMF for audio source separation and localization that can incorporate prior knowledge about an environment, microphones, and/or sources. Experimental results showed that (1) the proposed method achieved better separation performance than the conventional MNMF, (2) its localization performance was comparable to that of conventional methods, and (3) it worked well in an unknown environment whose acoustic characteristics were significantly different from those of an anechoic room.

With further extensions, it would be possible to estimate the number of the sources in a nonparametric Bayesian manner and to develop an online source separation algorithm. Other future works include examining the effect of prior learning of basis matrices and comparing the proposed method with various methods such as other extensions of MNMF [11, 19].
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