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ABSTRACT

Compared to generic source separation, NMF for speech enhancement is relatively underexplored. When applied to the latter problem, NMF is bereft of performance consistency (across runs and data samples), esp. with small-sized dictionaries. This limitation raises the need for higher-order representations, leading to increased computational costs. In this paper, we propose a statistical-estimation technique that attempts to bridge this gap. Our approach combines multiple low-order NMF decompositions of noisy speech to increase the overall enhancement performance. We show PESQ improvements of up to 0.24 beyond what is achievable by a single NMF parametrization and, at iso-performance levels, major reductions in computational cost.

Index Terms— Semi-supervised speech enhancement, spectral estimation, non-negative matrix factorization

1. INTRODUCTION

Sparsity is an important property of data that is exploited in a variety of signal-processing problems [1, 2]. In the context of non-negative matrix factorization (NMF), sparsity allows us to control the uniqueness of signal representation. Consider, for instance, the case of speech data. NMF enables us to factorize amplitude spectrograms \( V_{M \times T} \) into a product of dictionary atoms \( W_{M \times K} \) and activations \( H_{K \times T} \). The interesting cases of \( K \ll M \) (denoting under- and over-complete representations) have many possible parametrizations. In such settings, imposing constraints of sparsity through a regularization term limits the non-uniqueness of NMF to a certain degree [3]. Unfortunately, this is often not enough. Non-convex problems like these are solved through iterative updates that can only guarantee local minima [4]. Thus the quality of NMF results depend heavily on the initialization strategy used.

We performed an empirical study to assess the factorization performance of NMF. Fig. 1 shows the perceptual quality (measured by PESQ [5]) of clean speech in the TIMIT data corpus [6] when represented by many equisized NMF dictionaries that are initialized with distinct random seeds [4]. From the figure, we make two important observations: (1) mean representation accuracy is poor and less predictable across speaker files (shown as error bars in the figure), esp. at small values of \( K \), and (2) there is also variation across files (shown as a histogram in the inset) of the same speaker file, which is again amplified at smaller values of \( K \). Thus, we conclude that under-complete representations of clean speech with NMF decomposition (\( K \ll M, M = 256 \)) in our case are less-robust, necessitating the use of additional basis functions (higher-order dictionaries) to accurately represent speech. As shown in the left side of Table 1, these effects persist across other initialization strategies: PCA [7, 8], KMeans (KM) [9, 10], (EX)NMF [11]. Thus, our observations raise an important issue of performance vs. efficiency in NMF. The right side of Table 1 shows that the incurred processing and memory overheads, size and bandwidth (BW), associated with high-order NMF decompositions can be substantial (results in the table are estimated for processing 1 sec. of speech).

In this paper, we attempt to achieve high representation accuracy with low-order NMF decompositions (low computational costs). Our approach is to use a statistical-estimation technique that exploits the diversity in NMF factorizations across multiple local equisized dictionaries. To appreciate the insight, consider the example spectra shown in Fig. 2 obtained by factorizing speech signals via 40 NMF dictionaries, initialized with distinct random seeds. The variation in the frequency components is consistent with the observations made in Fig. 1. Our proposed approach, abbreviated henceforth as NMFSE (NMF with spectral estimation), intercepts such spectral estimates in the semi-supervised speech enhancement process, models each time-frequency bin as a random variable, invokes the spatio-temporal continuity prop-

Fig. 1: Low-order NMF is non-robust: variation across files (error bars) and dictionary initializations (inset histogram).

Table 1: Variation across init. strategies and NMF costs.

<table>
<thead>
<tr>
<th>( K )</th>
<th>Rand. PESQ</th>
<th>PCA PESQ</th>
<th>KM PESQ</th>
<th>EX PESQ</th>
<th>#OPs</th>
<th>Mem, BW</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.20</td>
<td>3.22</td>
<td>3.26</td>
<td>2.96</td>
<td>124</td>
<td>0.88 MB</td>
</tr>
<tr>
<td>std. dev.</td>
<td>0.18</td>
<td>0.04</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>4.43</td>
<td>4.43</td>
<td>4.07</td>
<td>11.43</td>
<td>10.98</td>
<td>149 MB</td>
</tr>
<tr>
<td>std. dev.</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2. BACKGROUND AND RELATED WORK

When used for speech enhancement, NMF allows us to infer latent structures (speech is sparse and noise is not) in noisy speech signals by factorizing their amplitude spectrograms $V$ into a linear combination of basis functions $W$ that define a convex cone as follows:

$$V \approx WH = \text{argmin}_{W,H} \left[ D(V||WH) + \nu\|H\|_1 \right],$$

where $\nu$ controls the sparsity weight and $D$ represents one of many possible divergence metrics [4]. Unfortunately, Eq. (1) has no closed form solution and multiplicative updates are often used to get the best approximation [3, 4, 12, 13]. All of the update algorithms start out with an initial seed for $W$ and $H$, and continue to refine the estimates iteratively until they reach the desired level of error convergence.

Although NMF has been used for speech enhancement [14], past studies have shown that the quality of NMF factorizations are sensitive to initializations [8, 15]. There have also been efforts to develop better initialization strategies [7, 8]. Unfortunately, because globally optimal solutions cannot be guaranteed, it is likely that some random initialization will beat the best proposed strategy. This is also perhaps the reason behind why the latter is the most widely adopted strategy in the literature [3, 4, 14]. Further, papers that propose alternative initializations do not dwell on performance variation across different runs (e.g., K-means initialization is driven by the choice of the first centroid) [9, 10]. Through a thorough experimental study, we shed more light on the variability aspect of NMF, addressing a limitation of the literature.

There has been prior work that makes use of multiple dictionaries in NMF [16–18]. These methods learn dictionaries with subsets of data or block-sparse constraints [19–21]. Unfortunately, they also suffer from the initialization problem leading to less predictable (widely varying) performance. Our methodology is similar in spirit to other post-processing techniques like spectral smoothing [22] and ada boosting [23, 24] as well as analyses constrained by the spatio-temporal dynamics of speech [12, 25].

3. PROPOSED APPROACH

Fig. 3 shows an overview of the proposed approach. Our goal is to separate speech signals $x_s(t)$ from noisy recordings $y(t)$ in a single channel. First, we use clean speech data to train $N_D$ equized NMF dictionaries (small number of atoms or basis functions), $W_{si}$, $i = 1, \ldots, N_D$, offline with distinct random initializations. At runtime, we use $T$ time windows to compute the $M \times T$ dimensional short-time Fourier transform (STFT), $Y(t, f)$, of the noisy signal $y(t)$. Assuming independence and linear mixing of speech and noise, we fix the $N_D$ speech dictionaries and use NMF to factorize the amplitude spectrogram, $V$, of $Y(t, f)$ as follows:

$$V \approx [W_{si}, W_{ni}][H_{si}, H_{ni}]$$

where noise dictionaries, $W_{ni}$ and activations, $H_{si}$ and $H_{ni}$ are determined using the sparse NMF formulation [Eq. (1)]. For each factorization, we reconstruct the speech spectrogram, $X_{si}$, via a generalized Wiener-filtering approach:

$$X_{si} = (W_{si}H_{si})^p + (W_{ni}H_{ni})^p$$

where $p$ (typically in the range 1-2) defines the smoothness of the masking function. The $N_D$ spectrograms, comprising time-frequency components $X_{si}(t, f) = 1, \ldots, T, f = 1, \ldots, M$, are then processed by the spectral estimation technique described below.

3.1. Spectral Estimation

To determine the final amplitude spectrogram of the clean speech signal, we consider NMF-estimated values in the time-frequency bins to be independent and identically distributed Gaussian random variables, $X_{si}(t, f) \sim N(\mu(t, f), \tau_s^2)$, whose $N_D$ sample values, given the reconstructed signals $X_{s1}^f, \ldots, X_{sN_D}^f$, are used to determine $\mu$ and $\tau_s^2$. We then proceed to obtain the maximum a posteriori probability (MAP) estimate of $X_{si}$ as follows:

$$X_{sE,MAP}^{t,f} = \text{argmax} P(X_{sE}^{t,f} | X_{si}^{t,f}) = \text{argmax} P(X_{si}^{t,f} | X_{sE}^{t,f}) P(X_{sE}^{t,f})$$

where $P(X_{sE}^{t,f})$ is the likelihood of the time-frequency component $X_{si}$ and $P(X_{sE}^{t,f})$ is the prior distribution of $X_{si}$.

Further, we assume $P(X_{sE}^{t,f}) = \mathcal{N}(\mu_0, \tau_s^2)$, a conjugate prior. In order to determine $\mu_0$ and $\tau_s^2$, we leverage the spatio-temporal continuity property of speech signals. Fig. 4 illustrates our approach. To the right of the figure is the time-frequency slice of the spectrogram of an example clean-speech signal. To determine $\mu_0$ for a sample of interest $X_{sE}^{t,f}$, we use a weighted sum of the sample means, $\mu_{t,f-1}$ and $\mu_{t-1,f}$.
from the preceding spatio-temporal bins, $X_{t,f}^{l-1}$ and $X_{t,f}^{s-1}$, respectively, as follows:

$$\mu_0 = \alpha \mu_{l,f-1} + (1 - \alpha)\mu_{s-1,f} \quad (5)$$

where $\alpha$ is a parameter that controls the spatio-temporal (ST) scale. Similarly, we determine the prior variance $\tau_m^2$ using a weighted sum of the gradients in the sample mean as shown below:

$$\tau_m^2 = \left[ \frac{\partial \mu_{l,f}}{\partial t} \right]_{t-1}^2 + (1 - \alpha) \left[ \frac{\partial \mu_{s-1,f}}{\partial t} \right]_{t-1}^2$$

$$\approx \left[ \alpha \left( \mu_{l,f-1} - \mu_{l,f-2} \right) + (1 - \alpha) \left( \mu_{s-1,f} - \mu_{s-2,f} \right) \right]^2 \quad (6)$$

Thus, solving Eq. (4), we obtain the non-negative MAP estimate of each time-frequency bin as shown below:

$$X_{S,E,MAP}^{l,f} = \max \left[ 0, \frac{M \tau_m^2}{M \tau_m^2 + \tau_s^2 (1 - M^{-1} \sum_{j=1}^{M} X_{j,l}^{f})} + \frac{\tau_s^2 \mu_0}{M \tau_m^2 + \tau_s^2} \right] \quad (7)$$

where $\tau_s^2$ is the posterior sample variance obtained from $X_{t,f}^{l,f}$.

The joint MAP estimate of the spectral components, $X_{S,E}$, is fused with phase information from the initial synthesis to obtain the clean speech spectrogram, which is then passed through an inverse STFT block to get the final clean speech signal $x_s(t)$. A summary of the end-to-end process is presented in Algorithm 1.

**Algorithm 1** NMFSE with spatio-temporal continuity priors

**Input:** Noisy signal $y(t)$, Speech corpus $D_n$, ST scale $\alpha$  
**Output:** Clean speech signal $x(t)$

1. Train dictionaries: $W_{n,i} \leftarrow$ NMF($D_n$), $i = 1, \ldots, N_D$
2. initialize $V_{MxT} = \left| \text{STFT}[y(t)] \right|$, $\Phi = \zeta \text{STFT}[x(t)]$
3. for $i := 1$ to $N_D$ do  
4.   $X_{n,i} \leftarrow$ NMF($V_{MxT}, W_{n,i}, K$)  
5. end for
6. for $[l, f] := [1, T]$ do  
7.   $X_{S,E}^{l,f} \leftarrow X_{S,E,MAP}$ from Eq.(7)  
8. end for
9. $x(t) = \text{ISTFT}[X_{S,E} \cdot e^{\Phi}]$

**4. EXPERIMENTAL RESULTS**

Our main goal is to show the benefits of using the proposed NMFSE algorithm for semi-supervised speech enhancement with low-order NMF dictionaries. In this section, we describe the data we use, our experimental setup, and results that validate the proposed approach.

**4.1. Data and Setup**

To capture the phonetical richness of speech, we used data from the TIMIT corpus [6]. We used 80% of the corpus to train 18 sets of 100 speech dictionaries offline using combinations of $K$ $(= 10, 50, 100, 500, 1000, 2000)$ atoms and $\nu$ $(= 0.1, 0.25, 1)$ sparsity levels. We randomly initialized every dictionary and used sparse NMF decomposition with KL-divergence [3, 4]. We pre-processed the signals using Hann windows with 50% overlap and FFT sizes of 512 points.

To limit experimentation time, we randomly selected 10 speech files among the remaining 20% of the corpus as test instances and added noise segments to them – at matched sampling rates of 16kHz – from the NOISEX-92 corpus at four input signal-to-noise ratio (SNR) levels: -6, 0, 6, and 12 dB [26]. We fixed the post-filter masking parameter $p$ to be 1. In order to assess the perceptual quality of speech, we used the PESQ metric defined by the ITU-T [5]. We also measured the SNR and signal-to-distortion ratio (SDR) of the speech signals [27]. As a baseline, we used a classic noise suppressor that is a generalization of the decision-directed approach, first defined in [28]. We present our measurement results below.

**4.2. Evaluation**

First, we find the ST scale factor $\alpha$ that minimizes the error in the MAP estimates of TIMIT clean speech [Eq. (7)]. We did
Fig. 7: Top: NMFSE improves NMF PESQ, SNR and SDR by up to 0.24, 2.76 dB and 4.37 dB, respectively. Bottom: runtimes with different values of \( N_D \); points corresponding to the upper figures (\( N_D=20 \)) are highlighted with big markers.

![Graphs showing improvements in PESQ, SNR, and SDR](image)

a sweep of alpha and found that \( \alpha = 0.6 \) gives us the best ST scale trade-off [see inset in Fig. 5]. We chose this value for the enhancement experiments. Fig. 5 also shows that at \( \alpha = 0.6 \), the 80\(^{th} \) percentile of the cumulative MAP error across our training dataset falls within 1.7 times the estimated standard deviation \( \sigma \). The other parameter to determine for NMFSE is the optimal number of dictionaries to use \( N_D \). Through an empirical evaluation of PESQ vs. \( N_D \) [the case of SNR = 6 dB is shown in Fig. 6], we found that the benefits of combining dictionaries with NMFSE diminish beyond \( N_D = 15-20 \). Thus, we chose \( N_D = 20 \) for the rest of the experiments.

Fig. 7 (top part) shows mean enhancement results (mean across all test files) at input SNR level = 6 dB and \( \nu = 0.25 \). From the figure, we see that at small values of \( K \), NMF performs poorly compared to the classic noise suppressor. There is also a substantial variation in the enhancement performance across runs (shown as error bars), depending on the dictionary \( W_i \) that we use. However, performance of NMF improves when \( K \) increases. NMFSE betters these results. In the average case, it improves NMF PESQ by up to 0.14, SNR by 2.26 dB and SDR by 3.71 dB. In the best case, the corresponding improvements are up to 0.24 (substantial), 2.76 dB and 4.37 dB. The benefits of NMFSE are pronounced at smaller values of \( K \) (higher and consistent performance).

Fig. 7 (bottom part) shows that at any given value of \( K \), NMFSE incurs higher computational costs (\( N_D=20 \)) when compared to a single NMF (runtimes are normalized with respect to that of the classic noise suppressor, \( t_{cl} \)). However, at iso-performance levels, NMFSE costs can be substantially lower since it can achieve better performance with small values of \( K \). The improvements in PESQ due to NMFSE are shown across different input SNR and \( \nu \) levels in Table 2. The highlighted rows show notable improvements and validate the fact that, when operated at the pareto-optimal points in Fig. 7, NMFSE can indeed improve enhancement performance with lower computational costs than NMF. For instance, at SNR = 0 dB, NMFSE increases PESQ of the noisy signal by 0.51 at a much lower computational cost (32×) than NMF (0.39 increase at 53× cost).

5. CONCLUSIONS

NMFSE is a statistical post-processing technique that improves speech enhancement performance with small-sized NMF dictionaries. A key benefit of using NMFSE is that it produces consistent improvements in PESQ, SNR and MSE (low variation across files and runs), and thus alleviates the uncertainty associated with different initialization points in NMF. A proper design-space exploration enables us to reap these benefits at lower computational costs than NMF.

**Table 2:** NMFSE improves performance across different SNR and \( \nu \) values (\( N_D=20 \)) at lower computational costs than NMF.

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( \Delta \text{PESQ @ input SNR=+3dB} )</th>
<th>( \Delta \text{PESQ @ input SNR=0dB} )</th>
<th>( \Delta \text{PESQ @ input SNR=12dB} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K=10 )</td>
<td>( K=1000 )</td>
<td>( K=10 )</td>
<td>( K=1000 )</td>
</tr>
<tr>
<td>NMF</td>
<td>NMFSE</td>
<td>NMF</td>
<td>NMFSE</td>
</tr>
<tr>
<td>0.1</td>
<td>0.10</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>0.25</td>
<td>0.16</td>
<td>0.24</td>
<td>0.28</td>
</tr>
<tr>
<td>1.0</td>
<td><strong>0.25</strong></td>
<td><strong>0.33</strong></td>
<td><strong>0.47</strong></td>
</tr>
<tr>
<td>Norm. RT</td>
<td>1.3×</td>
<td>17×</td>
<td>28×</td>
</tr>
</tbody>
</table>
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