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ABSTRACT
In this paper, we present a low-latency scheme for real-time blind source separation (BSS) based on online auxiliary-function-based independent vector analysis (AuxIVA). In many real-time audio applications, especially hearing aids, low latency is highly desirable. Conventional frequency-domain BSS methods suffer from a delay caused by frame analysis. To reduce the delay, we implement separation filters as multiple FIR filters in the time domain, which are converted from demixing matrices estimated by online AuxIVA in the frequency domain. Also, to further reduce the latency, part of the non-causal components of the FIR filters are truncated on the basis of causality analysis for ideal separation filters using a simple model. By experimental evaluation using a head and torso simulator in a real environment, the proposed algorithm with an algorithmic delay of less than 10 ms exhibited a separation performance of 7.7 dB in terms of the signal-to-interference ratio (SIR), which was less than 1.4 dB degradation from the case of conventional frequency-domain implementation.
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1. INTRODUCTION
Most hearing-impaired people find it difficult to focus on a desired sound in noisy environments such as a party venue or a crowded restaurant. Improving speech communication in such environments is one of the most important issues to be resolved by hearing aids. Many types of single-channel noise reduction techniques are widely used for hearing aids to reduce undesired noise [1]; however, they cannot easily reduce nonstationary sound sources. Also, many studies on multichannel techniques have been conducted, although they require a perfect voice activity detector [2,3] or the directions of arrival [4,5] in advance to design an appropriate beamformer.

As a technique for solving these problems, blind source separation (BSS) may be applicable [6,7]. BSS is a signal processing method that can extract a desired sound source from a mixture by using multiple microphones without requiring information on the source signals. To apply BSS to hearing aids, which are real-time systems, there are two important issues. One is to reduce the computational time. In the frequency-domain approach for convolutive BSS, independent vector analysis (IVA) has been proposed as a technique that does not require the solution of a permutation ambiguity problem [8–10], and auxiliary-function-based IVA (AuxIVA) is a state-of-the-art approach with fast convergence and a low calculation cost [11–13].

Another important issue is to reduce the latency from the input to the output. In addition to its computational complexity, an algorithm may require an inherent delay, which is referred to as an algorithmic delay. In the case of frequency-domain BSS, a delay of at least one frame length is necessary for frame analysis [14]. Although several real-time implementations of IVA have been proposed [15,16], this delay is not avoidable, similarly to in other frequency-domain BSS approaches, and can be relatively large. For instance, the algorithmic delay becomes 256 ms when the frame length is 4096 samples at a sampling frequency of 16 kHz. Such a large delay causes various problems in a hearing aid system such as a difficulty in speaking owing to the delayed auditory feedback effect or a sense of discomfort due to the loss of lip synchronization [17]. Several studies have been conducted on tolerable delays for hearing aids [18,19]. One study indicated that a tolerable delay is about 6 ms at 1 kHz [18].

To solve the problem of an inherent delay, a low-latency scheme for real-time BSS is proposed in this paper. Focusing on reducing the latency, we convert demixing matrices estimated by online AuxIVA into multiple FIR filters in the time domain. Also, to further reduce the latency, we truncate part of the non-causal components of the FIR filters. To evaluate the proposed system, a PC simulation was carried out using real mixtures of two speeches recorded by two microphones installed in binaural hearing aids attached to each artificial ear of a head and torso simulator.

2. LOW-LATENCY SCHEME FOR REAL-TIME BLIND SOURCE SEPARATION

2.1. Frequency-domain BSS
We assume that $K$ sources are observed by $K$ microphones and that their short-time Fourier transform (STFT) representations are known. Let $\mathbf{x}(\omega, \tau) = [x_1(\omega, \tau) \ldots x_K(\omega, \tau)]^T$ and $\mathbf{s}(\omega, \tau) = [s_1(\omega, \tau) \ldots s_K(\omega, \tau)]^T$ be the vector representations of the source and the observation signal in the $(\omega, \tau)$th time-frequency bin, respectively, where $^T$ denotes the vector transpose. In the frequency-domain approach for a convolutive mixture, the following linear mixing model is assumed:

$$\mathbf{x}(\omega, \tau) = \mathbf{A}(\omega; \tau) \mathbf{s}(\omega, \tau), \quad (1)$$

Here, $\mathbf{A}(\omega; \tau)$ is a $K \times K$ mixing matrix. The sources are estimated by the following linear demixing process:

$$\mathbf{y}(\omega, \tau) = \mathbf{W}(\omega; \tau) \mathbf{x}(\omega, \tau), \quad (2)$$
where
\[ W(\omega; \tau) = (w_1(\omega; \tau) \cdots w_K(\omega; \tau))^h \] (3)
is a demixing matrix, \(^h\) denotes the Hermitian transpose, and
\[ y(\omega, \tau) = [y_1(\omega, \tau) \cdots y_K(\omega, \tau)]^\top \] (4)
represents the estimated sources.

### 2.2. Online AuxIVA

As an effective algorithm to estimate the demixing matrices \( W(\omega; \tau) \), an online AuxIVA algorithm has been proposed [16]. The algorithm consists of the following alternate update rules.

#### Weighted covariance matrix update

\[ r_k(\tau) = \frac{1}{N_d} \sum_{n=1}^{N_d} [w_k(\omega, \tau) x(\omega, \tau)]^2, \] (5)
\[ V_k(\omega; \tau) = \alpha V_k(\omega; \tau - 1) + (1 - \alpha) \frac{G'(r_k(\tau))}{G(r_k(\tau))} x(\omega, \tau) x^h(\omega, \tau), \] (6)

where \( N_d \) is the number of frequency bins equal to the frame length, \( 0 \leq \alpha < 1 \) is the forgetting factor, and \( G(r) \) is called the spherical contrast function. In AuxIVA, \( G(r) \) is selected such that \( G'(r)/r \) is monotonically decreasing for \( r > 0 \) [11], where \( \ddot{r} \) denotes the derivative. A typical choice is \( G(r) = r \), which corresponds to the Laplace distribution.

#### Demixing matrix update

\[ W(\omega; \tau) = W(\omega; \tau - 1). \] (7)
\[ w_k(\omega; \tau) \leftarrow (W(\omega; \tau) V_k(\omega; \tau))^{-1} e_k, \] (8)
\[ w_k(\omega; \tau) \leftarrow w_k(\omega; \tau) / \sqrt{w_k^h(\omega; \tau) V_k(\omega; \tau) w_k(\omega; \tau)}, \] (9)

where \( e_k \) is the column vector whose \( k \)th element is one and all the other elements are zeros.

### 2.3. Time-domain implementation

In frequency-domain BSS, an algorithmic delay corresponding to the frame length is unavoidable. A means of shortening this delay is to form two paths for updating the demixing matrices in the frequency domain and separating the sources using FIR filters in the time domain as shown in Fig. 1. After applying back-projection [20], the frequency-domain demixing matrix \( W(\omega; \tau) \) is converted to multiple time-domain FIR filters using the inverse DFT as follows:
\[ \dot{w}_{kl}(n; \tau) = \frac{1}{N_d} \sum_{m=1}^{N_d} w_{kl}(\omega; \tau) e^{j2\pi(\omega-1)n/N_d}, \] (10)

for \( n = 0, \ldots , N_d - 1 \), where \( w_{kl}(\omega; \tau) \) indicates the \((k, l)\)th element of the matrix \( W(\omega; \tau) \). The vector \( \dot{w}_{kl}(\tau) = (\dot{w}_{kl}(\omega_1; \tau) \cdots \dot{w}_{kl}(\omega_{N_d}; \tau)) \) is considered as a time-domain FIR filter of length \( N_d \). The elements of the vector \( \dot{w}_{kl}(\tau) \) with positive and negative time indexes correspond to causal and non-causal components, respectively. The non-causal components must be shifted to the causal domain for implementation in a real system, and this shift determines the algorithmic delay \( \text{DIF filtering} \). To shift all the non-causal components, an algorithmic delay of \( N_d/2 \) samples is necessary.

To further shorten the algorithmic delay, we here consider shifting only \( N_d \) non-causal components and truncating the others. This process can be written as
\[ \dot{w}_{kl}(n; \tau) = \dot{w}_{kl}(n - N_d; \tau) \text{ for } n = 0, \ldots , N_d - 1. \] (11)

Then, the separated time-domain signal \( \dot{y}_k(n) (k = 1, \ldots , K) \) can be obtained as
\[ \dot{y}_k(n) = \sum_{m=0}^{N_d/2} \dot{w}_{kl}(m; \tau) \ddot{x}_k(n-m), \] (12)

where \( \ddot{x}_k(n) \) is the time-domain observation signal of the \( k \)th microphone at discrete time index \( n \). Note that the algorithmic delay is determined by only \( N_d \), although the total filter length is \( N_d/2 + N_d \).

Generally, the truncation of the non-causal components should degrade the separation performance. However, if all the non-causal components of \( \dot{w}_{kl}(\tau) \) are originally zero, these components can be truncated and the algorithmic delay of the system theoretically can be zero without performance degradation. Therefore, the analysis of the causality of ideal separation filters is important for justifying this truncation.

### 3. CAUSALITY OF DEMIXING IMPULSE RESPONSES

We here investigate the causality of impulse responses of ideal separation filters. To consider a hearing aid application, we focus...
on a simple model consisting of two sound sources, \( s_1(\omega, \tau) \) and \( s_2(\omega, \tau) \), and two observations, \( x_1(\omega, \tau) \) and \( x_2(\omega, \tau) \), in an anechoic environment. Let \( a(\theta) \) and \( \tau(\theta) \) be the amplitude ratio and the time difference of the second channel relative to the first channel for a source with direction \( \theta \), respectively. The incident directions of \( s_1 \) and \( s_2 \) have angles \( \theta_1 \) and \( \theta_2 \), respectively, and we write \( a_k = a(\theta_k) \) and \( \tau_k = \tau(\theta_k) \) \((k = 1, 2)\) for simplicity. Then, the microphone signals are given by the following frequency-domain expression:

\[
\begin{pmatrix}
    x_1(\omega, \tau) \\
    x_2(\omega, \tau)
\end{pmatrix}
= \begin{pmatrix}
    1 & 1 \\
    a_2 e^{-j\omega \tau} & a_1 e^{-j\omega \tau}
\end{pmatrix}
\begin{pmatrix}
    s_1(\omega, \tau) \\
    s_2(\omega, \tau)
\end{pmatrix}, \tag{13}
\]

Then, the source signals can be expressed as

\[
\begin{pmatrix}
    s_1(\omega, \tau) \\
    s_2(\omega, \tau)
\end{pmatrix}
= \frac{1}{D} \begin{pmatrix}
    a_2 e^{-j\omega \tau} & -1 \\
    -a_1 e^{-j\omega \tau} & 1
\end{pmatrix}
\begin{pmatrix}
    x_1(\omega, \tau) \\
    x_2(\omega, \tau)
\end{pmatrix}, \tag{14}
\]

where \( D = a_2 e^{-j\omega \tau} - a_1 e^{-j\omega \tau} = -a_1 e^{-j\omega \tau}(1 - R_a e^{-j\omega \Delta \tau}) \). \tag{15}

A sufficient condition that the ideal separation filters are causal is that \( a(\theta) \) and \( \tau(\theta) \) are monotonically increasing and monotonically decreasing functions of \( \theta \), respectively. Figure 3 shows some examples of the amplitude ratio and time difference of the right channel relative to the left one, measured using a KEMAR dummy-head microphone \[21\]. Although the amplitude ratio and time difference have frequency dependence and the monotonicity is not perfect, the condition is roughly satisfied. Therefore, we can expect that the performance degradation due to the truncation of non-causal components will not be large in the case of hearing aids.

### 4. EVALUATION

To evaluate the performance of the proposed algorithm with hearing aids, a PC simulation was carried out using real mixtures of two speeches recorded by a head and torso simulator (G.R.A.S.: KEMAR type 45BB) in a meeting room with a volume of 135 m\(^3\). Figure 4 shows the setup of the loudspeakers and microphones in the evaluation. Two electret condenser microphones were installed behind-the-ear (BTE)-type hearing aids attached to each ear of the head and torso simulator. The direction of one of the two sources was fixed at 0° and that of the other source was varied from 30° to 180° in steps of 30°. We selected ten speech sources for each direction from the RWCP Japanese News Speech Corpus \[22\]. The other experimental conditions are summarized in Table 1.

The number of remaining non-causal components \( N_a \) was varied from 0 to 160 samples, corresponding to an algorithmic delay from 0 to 10 ms. As a conventional system for comparison, we used online AuxIVA implemented in the STFT domain with a frame length of 4096 or 160 samples. The experiments were performed on the recorded mixtures using MATLAB R2016a on a laptop PC with an Intel Core i7-3770 3.40 GHz. We confirmed that this algorithm acted as a real-time system by another C-language-based implementation with real audio I/O. The performance was evaluated...
by the average of the signal-to-interference ratio (SIR) over all trials with exception of the first three seconds, which was calculated by bss_eval_images.m in the BSS toolbox [23].

Figure 5 shows the separation performance for the proposed algorithm with an algorithmic delay of 10 ms compared with that for the conventional frequency-domain implementation with an algorithmic delay of 10 or 256 ms. On the horizontal axis, A(AB) denotes source A in a mixture of source A and source B. The large difference in the SIR between the center (A) and non-center (B-G) sources under the unprocessed condition was caused by the head-related transfer function (HRTF) of the torso simulator. In the conventional frequency-domain implementation, shortening the algorithmic delay by using a short window length (10 ms) results in unsatisfactory separation performance. On the other hand, in spite of the short algorithmic delay of 10 ms, the proposed algorithm shows better separation performance, which was on average only 1.4 dB less than that of the conventional algorithm with an algorithmic delay of 256 ms.

Figure 6 shows the resultant SIRs of the proposed algorithm for algorithmic delays from 0 to 10 ms ($N_d$ was set from 0 to 160 samples) when the two sources were located at A($0^\circ$) and C($60^\circ$). From the figure, it is observed that algorithmic delays of 2 ms and above resulted in better performance.

5. CONCLUSION

In this paper, we presented a real-time BSS algorithm with low latency based on online IVA for hearing aids. The proposed algorithm can significantly shorten the algorithmic delay by the time-domain implementation of demixing matrices as FIR filters and the truncation of part of their non-causal components. This was justified by an analysis of the causality of ideal separation filters. From the result of the evaluation, the algorithmic delay in the proposed system was within 10 ms and the average SIR was 7.7 dB, which is a performance degradation of less than 1.4 dB compared with the average performance of a conventional method with an algorithmic delay of 256 ms. These results suggest that the proposed algorithm can be used for real-time audio devices such as hearing aids.
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