PERCEPTUAL EVALUATION OF A MULTIBAND ACOUSTIC CROSSTALK CANCELER USING A LINEAR LOUDSPEAKER ARRAY
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ABSTRACT
We propose and evaluate an acoustic crosstalk canceler for binaural sound presentation based on an 8-channel linear loudspeaker array. The system uses traditional LSFI beamforming and path estimation in the mid and low frequency range, respectively. Simulations show a channel separation of around 40 dB over the vast part of the considered frequency range.

The channel separation in a real-world implementation was measured to be 10 dB – 25 dB over a broadband spectrum of 250 Hz – 9000 Hz. When comparing localization precision of virtual binaural signals to ground-truth presentation with headphones, a 21 subject study revealed significantly higher localization precision ($F(1) = 23.56, p < 0.001$) when discounting front-back confusions, which in turn occurred significantly more often for most participants. Perceptually, externalization was rated significantly higher ($t(20) = 3.983, p > 0.001$); task difficulty, timbre and spaciousness where rated the same across both presentation methods. Robustness of the method was high and no fixation of the subjects’ heads was applied.

Index Terms— spatial sound, transaural sound, crosstalk cancellation, beamforming, RACE

1. INTRODUCTION
Spatial audio presentation using binaural synthesis requires tight control over the signals at the listener’s ears, as any alteration of the received signals may change the perception of localization cues or timbre in unpredictable ways. Binaural audio is already readily available using traditional headphones, enabling the placement of sound sources in virtual 3D space around the user. Untethering this experience would allow binaural synthesis in a larger range of situations where the use of headphones might be unfavorable or impossible such as in social interactions, work settings or in traffic.

Two goals have to be met: Firstly, the separation between the channels reaching the left and the right ear have to be maximized. Secondly, the transmission to the intended ear should match the original content. Previously published approaches have the tendency to be sensitive in regards to inaccuracies in listener positioning or system control and are often only applicable over a small frequency band. We propose a multiband, array-based speaker system, where traditional Least-Squares-Frequency-Invariant (LSFI) beamforming and path estimation are simultaneously employed in their respective comfortable frequency ranges. Such a system was shown to be robust against inaccuracies in target position and reproduction setup in simulation, measurement and user testing.

2. PRIOR WORK
 Already in 1961, Bauer [1] investigated recording and playback mismatch of stereo and binaural signals and 2 years later, compensation filters were used to present binaural signals to a listener inside an anechoic chamber by Schroeder [2]. But as he noted himself in [3], approaches based on the inversion of the crosstalk path break down easily outside a very small sweet spot or even due to a non-average head shape or even slight turning of the head. These filter inversion schemes have been refined by [4, 5, 6, 7, 8], and [8]. Gardner [9] designed and tested a real-time system that dynamically tracks the subject and adjusts the filter inversion accordingly.

Other approaches, such as optimization of speaker position was explored by [10, 11, 12, 13] and [14]. Virtual sources [15] and the beamforming [16], control the radiation pattern to optimally transmit binaural signals to the listener’s ear, as do the specifically designed speaker systems of [17]. Several transaural approaches have been evaluated perceptually in [18, 19, 20].

Beamforming, just like the signal processing for spatially filtering, has a long history of application both for input (sensor) and output (speaker) arrays. The authors suggest [21] for an in-depth review as well as [22] and [23] for an even broader analysis of array signal processing.

3. PROPOSED METHOD
The beamforming based cross-talk cancellation approach presented here follows closely the work of Mabande et. al. [24], the extension at the low end is an implementation of Recursive Ambiophonic Crosstalk Elimination (RACE) by Glasgal [25].

3.1. Least Squares Frequency Invariant Beamforming (LSFI)
For an linear array with $N$ equidistant sensors, the array response $b(\omega)$ may be written in matrix notation as:

\[
b(\omega) = G(\omega)w_f(\omega),
\]

where $G(\omega)$ is a matrix of $e^{-j\omega \tau_n} \theta$ over all propagation delays $\tau_n$ in the columns and all spatial angles $\theta$ in the rows and $w_f(\omega)$...
holds all \( N \) filters \( W_n(\omega) \) in the Fourier domain. The array’s steering vector \( d(\omega) \) towards a target angle \( \vartheta_{\text{target}} \) is defined as:

\[
d(\omega) = \begin{bmatrix} e^{-j\omega \vartheta_0(\vartheta_{\text{target}})} \\ \vdots \\ e^{-j\omega \vartheta_{N-1}(\vartheta_{\text{target}})} \end{bmatrix}
\] (2)

Least-Squares beamformers optimally approximate a desired response \( \hat{b}(\omega_p) \):

\[
\hat{b}(\omega_p) \doteq G(\omega_p) w_f(\omega_p)
\] (3)

A set of filters \( w_f \) is to be derived by minimizing the second norm of the difference to the array response. Because this problem space is overdetermined for \( M > N \) (number of angles larger than number of sensors), convex optimization can be used to solve:

\[
\min_{w_f(\omega_p)} \| G(\omega_p) w_f(\omega_p) - \hat{b}(\omega_p) \|^2
\] (4)

### 3.2. Path estimation (RACE)

Recursive Ambiophonic Crosstalk Elimination (RACE) [25] is a heuristic approach for symmetric two-channel loudspeaker setups. The crosstalk at a given contralateral ear is actively canceled by a delayed and attenuated copy of the signal that caused the crosstalk. The cancellation signal has opposite sign and is emitted by the considered ear’s ipsilateral loudspeaker.

The two parameters delay \( \Delta t \) and attenuation \( \Delta a \) account for the longer path to the contralateral ear and head shadowing, respectively. RACE is typically applied in the frequency range of 250 Hz … 5000 Hz. Remarkably, frequency independent delay and attenuation seem to be sufficiently accurate, which makes the implementation of RACE straightforward. Of course, the now delayed and attenuated cancelation signal also needs to be cancelled, resulting in a recursive suppression scheme. RACE requires carefully tuned hardware and software parameters to optimize its performance.

### 4. IMPLEMENTATION

The core method to achieve the crosstalk cancelation is the LSFI beamforming. It turned out that its robustness for the chosen array parameters (8 speakers, 14.5 cm inter-speaker distance) dramatically decreases outside the frequency band of \( f_{\text{LSFI}} \approx 1 \text{kHz} \ldots 8 \text{kHz} \), as shown in Sec. 5.1. RACE was used to extend the lower working frequency range \( (f_{\text{RACE}} \approx 250 \text{Hz} \ldots 1000 \text{Hz}) \).

#### 4.1. Beamformer

To achieve crosstalk cancelation, the beamformer has to exhibit a main lobe in direction \( \vartheta_{\text{target}} \) of the illuminated ear and ideally a zero in direction \( \vartheta_{\text{stop}} \) of the shadowed ear. It was decided to not employ the distortionless constraint of \( wd = 1 \) as this allows for harder constraints at \( \vartheta_{\text{stop}} \) while the frequency response at \( \vartheta_{\text{target}} \) can be equalized at a later stage. To increase robustness, the constraints for \( \vartheta_{\text{stop}} \) are extended to neighboring angles (null width), leading to the following constraint:

\[
\| G_{\text{stop}} w \|_2^2 \leq 0.01 (\approx -40 \text{ dB})
\] (5)

The desired response \( \hat{b}(\omega_p) \) was all 0 except a pulse at the target direction \( \vartheta_{\text{target}} \) of the shape \([0, 0.2360, 0.4719, 0.7079, 0.9900, 1.0000, 0.9900, 0.7079, 0.4719, 0.2360, 0, \ldots] \). The optimization statement as implemented in Matlab using the CVX toolbox [26] is shown in Listing 1.

#### 4.2. RACE

The RACE structure was implemented in Max MSP using the gen~ module and cosine interpolation between samples, as shown in Fig. 2. Optimal settings for parameters attenuation \( G \) and delay \( D \) were found manually based on the ear signals of a manikin.

#### 4.3. Band splitting

\( 4^{th} \) order Linkwitz-Riley crossover filters were used for their symmetrical radiation response and 0 dB amplitude on-axis, implemented using the Jamoma Toolbox [27]. A monophonic subwoofer is proposed for frequencies below \( f_{\text{RACE}_\text{min}} = 250 \text{Hz} \), as contributions to localization are marginal. No cancelation was applied in the frequency band above \( f_{\text{LSFI}_\text{max}} = 8 \text{kHz} \) and was played back by the two speaker at the ends of the array so as to maximize natural head shadowing.

---

**Fig. 1.** Broad-band beam-pattern of the sample 8-speaker array with 14.5 cm spacing. \( \vartheta_{\text{target}} = 6^\circ \) (solid line), \( \vartheta_{\text{stop}} = -6^\circ \) (dashed line), null width \( 9^\circ \).

---

**Listing 1.** Optimization statement to derive the weights \( w \) that minimize Eq. 4 under the null constraint of Eq. 5.

```matlab
for f = 1:P
cvx_begin quiet
  variable w_f(N) complex
  minimize(norm(G(:, :, f) * w_f - b, 2))
  subject to
    norm(G_stop(:, :, f) * w_f) <= 0.01
  cvx_end
end
```
5. EVALUATION

The performance of the array is evaluated by the robustness against inter-speaker equalization disturbance as well as against variance of the subject’s position, which is first simulated and then confirmed by a user study.

5.1. Simulation

Calculating the sound pressure level around a rigid sphere placed at 1 m in front of the linear array allows to predict the resulting crosstalk suppression and robustness.

Fig. 3(a) shows the system’s transfer function to the subject’s ears in the presence of transducer mismatch, which was simulated by applying random gain and phase noise to the obtained speaker weights $w$. In Fig. 3(b), the position of the ears around the rigid sphere was randomized, which corresponds to variance of the subject’s physiology, position, and orientation. The comparison between both figures suggests that precise speaker placement and equalization have a larger detrimental effect and should therefore be prioritized over precise subject location.

In summary, fig. 3 suggests robust channel separation of 30 dB ... 60 dB, exceeding the necessary 15 dB to convey binaural signals according to [28]. A significant drop in crosstalk suppression can be observed outside of $f_{LSF1} = 1$ kHz ... 8 kHz.

5.2. Study setup

Eight Fostex PM0.4 speakers were arranged in a line array configuration, driven by a RME Fireface UCX soundcard and equalized using a Beyerdynamic MM-1 microphone. For the study, the array was placed behind an acoustically transparent curtain while three more speakers were positioned in the room as dummy sources to prevent subject bias with respect to possible virtual source location [9]. The reference condition was presented using equalized Sennheiser HD-25 headphones. All interaction was done using a Max/MSP GUI in front of the subject.

The stimulus used was a 15 s loop of a dry guitar and drum set. It was chosen for its natural sound, its decent coverage of the frequency range of interest, the mix of transients and tonal content as well as its unobtrusiveness, making it tolerable to listen to on repeat for the full run time of the study.

A visual marker was mounted in front of the subject marking the 0° viewing direction, the subject’s seat was fixed over a similar marker on the floor in a 2 m × 2 m booth. No other sort of head restraint was applied, but the subjects were asked to position themselves according to the two markers. Rotations of the head were discouraged.

5.3. HRTF selection

To select a best-fit HRTF for each subject, a mix of the approaches presented in [29] and [30] was used. An initial set of 16 HRTFs from [31] were presented to the subjects, out of which the best four were compared in an A/B fashion. The participants were always able to seamlessly switch between all stimuli and were asked to grade an virtual source slowly moving around their head inside the horizontal plane according to the following criteria:

- Constant height on ear level
- Constant distance
- Constant loudness
- Equal and constant timbre (i.e. no coloration)
- Consistent movement around head

5.4. Localization task

Front-back ambiguity is a big issue when localizing source positions in the horizontal plane, as each position has a corresponding position with identical ITD and ILD cues in the other halfplane. Due to the missing dynamic cues of the static binaural synthesis, we instead move the sources tangentially around given positions in the horizontal plane, which has shown to help resolving the front-back ambiguity [32] and [33].

The subject’s task was to identify the circular segment of a virtual source slowly oscillating around one of the angles $\theta_{test} \in [0°, ±15°, ±35°, ±60°, ±90°, ±120°, ±155°, ±165°, 180°]$. 

Fig. 3. Transfer functions around a rigid sphere at a distance of 1 m from the array center. The top curve (0 dB ... -10 dB) represents the ipsilateral ear, the bottom curve (-40 dB ... -60 dB) represents contralateral ear; bold black lines represent ideal conditions.

(a) Array transfer function with random gain and phase noise on the beam-forming weights with zero mean and variances of $\sigma^2_{gain} = 0.3$ dB and $\sigma^2_{phase} = 0.001 \frac{\omega}{v}$, respectively.

(b) Array transfer function at 40 randomly distributed points around the assumed ear positions at a distance of up to 5 cm

Fig. 2. Implementation of RACE filter structure.
The binaural stimulus was presented in one session via headphones, in another session via the array, the order was fully randomized.

The results are presented in Fig. 4-6. It can be seen that localization accuracy is generally high with partly considerable deviations for fully lateralized virtual source positions. Front/back confusions occurred more frequently in array presentation. Remarkably, the array exhibits higher localization accuracy than headphone presentation when the confusions are corrected before the analysis.

The best case scenario reflects the data from only those 6 subjects that showed the lowest localization error.

Fig. 4. Scatter plot of answers over density plot, bubble size corresponds to answer frequency.

Fig. 5. Polar scatter plot of absolute error at each angle, bubble size corresponds to error frequency.

Fig. 6. Absolute localization error for headphones presentation (black), array presentation (red) and best-case array presentation (green), error bars mark 95% confidence interval.

5.5. Survey

Lastly, all subjects were asked to fill out a short survey on demographics (gender, age, technical background, knowledge on binaural technique, experience with listening to binaural material, understanding of the system before the experiment) and subjective rating on a 5-point scale with qualitative descriptions between conditions “WITH headphones” and “WITHOUT headphones” concerning the dimensions shown in table 1.

Differences in the perception between conditions were tested on significance using a paired-sample T-Test, where the null hypothesis is that the pairwise difference between the answers distribution has a mean equal to zero. All distributions pass the Shapiro-Wilk test of normality.

<table>
<thead>
<tr>
<th>dimension</th>
<th>scale anchors</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulty</td>
<td>hard ⇔ easy</td>
<td>.513</td>
<td>.614</td>
</tr>
<tr>
<td>Timbre</td>
<td>not ⇔ very (natural)</td>
<td>−1</td>
<td>.329</td>
</tr>
<tr>
<td>External.</td>
<td>in ⇔ far outside (head)</td>
<td>3.983</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Spaciousness</td>
<td>not ⇔ very (spatial)</td>
<td>.677</td>
<td>.506</td>
</tr>
</tbody>
</table>

Table 1. T-Test between the answer distributions for headphone and beamforming presentation. Bold dimensions are statistically significant with 95% confidence level, df = 20.

As shown in Table 1, Externalization was rated significantly (p < 0.001) higher for the array-based reproduction (M = 4, SD = 0.7746) compared to the headphones (M = 2.857, SD = 1.014). This might be explained by the additional externalization cues added by the room. To increase the comparability, an appropriate room impulse response could be added to the headphone condition. No other dimensions were rated significantly different.

6. CONCLUSIONS AND FUTURE WORK

Two crosstalk cancellation approaches were successfully used simultaneously to deliver virtual sound sources to a seated subject using binaural synthesis. An increase in localization precision was noted at the cost of more front-back confusions. Externalization was rated significantly higher.

[9] confirms a large reduction in front-back reduction when using dynamic binaural synthesis, which is an obvious extension to the present system - ideally this would be accomplished by optical tracking to leave the user completely untethered. Furthermore, this would enable real-time adjustment of the beamforming and RACE parameters, allowing for presenting binaural audio to a moving target. Additionally, it was noted that front-back ambiguity decreases substantially when placing the array behind the user. This is probably due to the additional localization cues of the room and should be investigated.
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