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ABSTRACT
Rényi’s entropies play a significant role in many signal processing applications. Plug-in kernel density estimation methods have been employed to estimate such entropies with good results. However, they become computationally intractable in higher dimensions, because of the requirement to store intermediate probability density values for a large number of data points. We propose a method to reduce the number of the samples in a plug-in kernel density estimation method for Rényi’s entropies of real exponents and to improve the result of the standard plug-in kernel density method. To this end, we derive a univariate estimator, using an Hermite expansion of sums of Gaussian kernels and a hierarchical clustering of the samples. On simulated data from a univariate Gaussian distribution, our method performs better than a k-nearest neighbour method. We propose a method to reduce the number of data points. We describe prior work on both types of entropy, for completeness. A weighted ensemble of kernel density estimation is proposed in [9], to estimate multivariate entropy functionals, such as Shannon’s entropy with applications to hypothesis testing and Rényi’s entropy with applications to Panter-Dite factor estimation in vector quantization. The information potential is derived as a variation on kernel density estimation in [8], with applications to Rényi’s entropy estimation. Wang et. al. [10] introduce a k-nearest neighbour estimator for multidimensional Kullback-Leibler divergence. A different k-nearest neighbour estimator is derived for Rényi’s entropy of multidimensional densities in [11]. In the context of manifold learning, Rényi’s entropy is estimated using the method of the minimal spanning tree, which is a subset of continuous quasiadditive Euclidean graphs, for multivariate densities [12]. For \( \alpha \in (0, 1) \), Rényi’s entropy is estimated as the logarithm of the total edge weight of a minimal k-point Euclidean graph created with a greedy algorithm [13]. A minimax rate-optimal functional estimation method is proposed in [14] to estimate Shannon’s entropy and Rényi’s entropy with \( \alpha \in (0, \frac{2}{3}) \). The number of samples required to estimate Rényi’s entropy, for discrete distributions with \( k \) symbols, is a particular type of a function of \( k \), according to the order of the entropy, \( \alpha \), [15]: it is super-linear for all \( \alpha < 1 \), approximately linear for real \( \alpha > 1 \) that are not integers, and sub-linear for integer \( \alpha > 1 \).

The accuracy of kernel density methods makes them appealing to estimate Rényi’s entropy. However, in higher dimensions, such methods suffer either from the need to store a large number of intermediate probability values or from the need to run a large number of nested for loops to compute such probabilities. As an effort to solve this problem, we develop an estimation algorithm for one-dimensional densities, by improving on the plug-in kernel density estimator. The final aim is to develop a multivariate kernel density estimator, with high accuracy and requiring a lower number of points than the original samples. However, this is beyond the scope of the paper and we focus here on the one-dimensional case. Our aim is to reduce the number of points used for computation and to improve the estimate. To this end, we create a clustering scheme of the samples, which produces an im-
provement in the entropy estimate over the standard plug-in kernel method. Based on an Hermite expansions of the exponential kernels and using hierarchical clustering, we replace the original samples with a smaller number of strategically placed points, such that Rényi’s entropy estimate is improved. The derivation starts with a sum of Gaussian kernels, as found in kernel density estimation [16], [17]. We expand each Gaussian kernel into an Hermite infinite sum, similarly to the main idea in the Fast Gauss Transform, introduced by [18] and extended in [19]. After classification, for each cluster of samples, we apply a linear approximation to transform the original sum of the kernels into a new sum using fewer points, which are the cluster centroids. We prove that our estimator tends to the plug-in kernel estimator, as \( N \to \infty \), and that the latter estimator converges almost surely to the true entropy. As a result, our estimator is strongly consistent for \( \alpha \in \mathbb{R} \).

The paper is organized as follows: in section 2 we provide the mathematical derivations, describe the clustering algorithm and prove consistency results. In section 3, we compare our method with the k-nearest neighbour algorithm [11] and several kernel density estimation methods, in simulation experiments, and we reserve the last section for conclusions.

2. DERIVATION OF THE ESTIMATOR AND ITS PERFORMANCE ANALYSIS

2.1. Mathematical derivations

For continuous probability density functions, Rényi’s \( \alpha \)-entropy [20] is

\[
R_\alpha(p) = \frac{1}{1 - \alpha} \log \int p^\alpha(x) dx.
\]

We will use the the Gaussian kernel \( K(u) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}u^2} \) and the kernel density estimator \( \hat{p}(x) = \frac{1}{N h} \sum_{i=1}^{N} K \left( \frac{x - X_i}{h} \right) \).

\[
\Rightarrow \hat{p}^\alpha(x) = \frac{1}{(Nh\sqrt{2\pi})^\alpha} \cdot \left[ \sum_{i=1}^{N} e^{-\frac{1}{2} \left( \frac{x - X_i}{h} \right)^2} \right]^\alpha.
\]

Let \( S_1(x) = \sum_{i=1}^{N} e^{-\frac{1}{2} \left( \frac{x - X_i}{h} \right)^2} \) and \( I_1 = \int_{x} S_1^\alpha(x) dx \).

Let \( N \) be the number of samples, \( h = 1.06 \cdot \hat{\sigma} \cdot N^{-0.2} \) the Silverman’s rule for kernel bandwidth estimation, \( \hat{\sigma} \) a consistent standard deviation estimate, \( M \) the number of clusters and \( X_{jC}, \forall j = 1 : M \), the cluster centroids.

**Definition 1.** With the above notations, Rényi’s entropy estimator of real order \( \alpha \in \mathbb{R} \) is given by

\[
\hat{R}_\alpha(p) = \frac{1}{1 - \alpha} \cdot \log \left[ \frac{1}{(Nh\sqrt{2\pi})^\alpha} \cdot I_1 \right] = \frac{1}{1 - \alpha} \cdot \log \left[ \frac{1}{(Nh\sqrt{2\pi})^\alpha} \cdot \int_{x} \sum_{j=1}^{M} e^{-\frac{1}{2} \left( \frac{x - X_{jC}}{h} \right)^2} \cdot N_j \right]^\alpha dx.
\]

The Hermite expansion of an exponential function is defined as [21]:

\[
e^{x^2} = \sum_{n=0}^{\infty} H_n(x) \cdot \frac{t^n}{n!}.
\]

\[
\Rightarrow e^{-\frac{1}{2} \left( \frac{x - X_{jC}}{h} \right)^2} = e^{-\frac{1}{2} \left( \frac{x}{h} \right)^2} \cdot \sum_{n=0}^{\infty} H_n \left( \frac{x}{h} \right) \cdot \left( \frac{X_{jC}}{h} \right)^n.
\]

\[
\Rightarrow S_1 = e^{-\frac{1}{2} \left( \frac{x}{h} \right)^2} \cdot \sum_{n=0}^{\infty} H_n \left( \frac{x}{h} \right) \cdot \frac{1}{h^n \cdot n!} \cdot \sum_{i=1}^{N} (X_i)^n.
\]

Let \( S_2 = \sum_{i=1}^{N} (X_i)^n \). We separate the \( N \) data points into \( M \) clusters, each cluster having \( N_j \) number of components, with \( \sum_{j=1}^{M} N_j = N, \forall j = 1 : M \Rightarrow S_2 = \sum_{j=1}^{M} \sum_{k=1}^{N_j} (X_{jk})^n \). We create the clusters of samples to be able to use a linear approximation \( (1 + \gamma)^n \approx 1 + n \cdot \gamma \), with \( \gamma \ll 1, \gamma \to 0 \). For each cluster \( j = 1 : M \), we write the points as the centroid, \( X_{jC} \), plus a small linear deviation: \( X_{jk} = X_{jC} \cdot (1 + \gamma_{jk}) \), \( \gamma_{jk} \ll 1, \gamma_{jk} \to 0, \forall k = 1 : N_j \). Let \( \gamma_j = \sum_{k=1}^{N_j} \gamma_{jk}, \forall j = 1 : M \). We observe that \( \gamma_{jk} = \frac{X_{jk}}{X_{jC}} - 1 \) and \( X_{jC} = \sum_{k=1}^{N_j} X_{jk} \).

\[
\Rightarrow \gamma_j = \sum_{k=1}^{N_j} \left( \frac{X_{jk}}{X_{jC}} - 1 \right) = 0 \Rightarrow S_2 = \sum_{j=1}^{M} N_j \cdot (X_{jC})^n.
\]

\[
\Rightarrow S_2 = \sum_{j=1}^{M} \sum_{k=1}^{N_j} [(X_{jC})^n \cdot (1 + \gamma_{jk})^n] \approx \sum_{j=1}^{M} \sum_{k=1}^{N_j} [(X_{jC})^n \cdot (1 + n \cdot \gamma_{jk})]
\]

\[
= \sum_{j=1}^{M} (X_{jC})^n \cdot \left( \sum_{k=1}^{N_j} 1 + n \cdot \sum_{k=1}^{N_j} \gamma_{jk} \right)
\]

\[
= \sum_{j=1}^{M} N_j \cdot (X_{jC})^n.
\] (1)

\[
\Rightarrow S_1 = e^{-\frac{1}{2} \left( \frac{x}{h} \right)^2} \cdot \left( \sum_{n=0}^{\infty} H_n \left( \frac{x}{h} \right) \cdot \frac{1}{h^n \cdot n!} \cdot S_2 \right)
\]

\[
e^{-\frac{1}{2} \left( \frac{x}{h} \right)^2} \cdot \left\{ \sum_{j=1}^{M} \sum_{n=0}^{\infty} H_n \left( \frac{x}{h} \right) \cdot \frac{N_j \cdot (X_{jC})^n}{h^n \cdot n!} \right\}
\]

\[
e^{-\frac{1}{2} \left( \frac{x}{h} \right)^2} \cdot \left( \sum_{j=1}^{M} N_j \cdot H E_0 \right),
\] (2)
where we denoted \( HE_0 = \sum_{n=0}^{\infty} \frac{H_n}{n!} \cdot \left( \frac{X_j}{h} \right)^n \). The definition of the Hermite expansion of an exponential expression yields \( HE_0 = e^{x^2 \cdot \frac{X_j}{h} - \frac{1}{2} \left( \frac{X_j}{h} \right)^2} = \sum_{n=0}^{\infty} \frac{X_j^n}{h^n} \cdot \left( \frac{X_j}{h} \right)^n \).

\[ \Rightarrow S1 \approx e^{-\frac{1}{2}(\pi)^2} \cdot \sum_{j=1}^{M} N_j \cdot e^{\pi \cdot \frac{X_j}{h} - \frac{1}{2} \left( \frac{X_j}{h} \right)^2} = \sum_{j=1}^{M} N_j \cdot e^{-\frac{1}{2}(\pi)^2} \left( \frac{X_j}{h} \right)^2. \] (3)

\[ \Rightarrow \hat{R}_n(p) \text{ follows from this result, as stated in definition 1.} \]

2.2. Clustering of the data points

We perform the clustering of the samples with hierarchical clustering [22]. This method offers a division on multiple levels, meaning that clusters are created within clusters. To find one separation of points, we need to specify a distance threshold, such that all the elements within this distance from the cluster centroid belong to this collection. We use \( \gamma \) from the linear approximation, as a distance measure between points instead of the more widely used Euclidean distance. For each cluster \( j \), we write the elements as \( X_{jk} = \frac{X_j}{X_k} \cdot (1 + \gamma_j), \gamma_j \ll 1, \gamma_j = \frac{X_j}{X_k} \). We create the distance matrix between any two data points, \( X_i, X_j \), as \( \gamma_{ij} = \text{abs}[\frac{X_i - X_j}{X_i}] \).

Since information about the data source is not available, we will employ a data-driven technique of selecting the clustering threshold. We use ideas similar to cross-validation. We start with the plug-in kernel density estimate, applied on the entire data set of size \( N \). We compute 10 additional Rényi’s entropy estimates, using different clustering thresholds. The final Rényi’s estimate will be the mean of these 11 values. The procedure of selecting the partitioning of the data is similar to a 10-fold cross-validation scheme: we select uniformly at random a subset of \( N - 100 \) samples from our data vector. We use a grid search to find the best clustering threshold, such that the optimization criterion is minimized. The optimization criterion is the standard deviation of the vector of Rényi’s entropy estimates up to the current iteration. The lower limit of the grid search is \( C_{thrL} = \frac{h}{N} \), the step is equal to \( \delta_{thr} = \frac{C_{thrL}}{10} \) and the upper limit is equal to \( C_{thrU} = C_{thrL} \cdot 50 \). We initialize a vector \( R_E \) with the plug-in kernel density value, as mentioned above. At every step \( i = 2 : 11 \), we memorize two arrays of values: \( R_E \) that consists of the previous \( i - 1 \) estimates and \( R_C \) that stores the entropy estimates given by the grid of clustering thresholds described above, for the current \( i^{th} \) set. The clustering threshold at the \( i^{th} \) iteration will be selected such that its corresponding element of \( R_C \) provides the minimum standard deviation for the newly formed vector of \( R_E \). This element will be added to \( R_E \). The final entropy estimate will be the mean over \( R_E \).

2.3. Asymptotic analysis of the estimator

We prove that, in the limit \( N \to \infty \), our estimator from definition 1 (renamed \( R_{hc} \) in the simulation experiments) tends to the plug-in kernel density estimator of Rényi’s entropy, \( R_{kde} \). We prove that \( R_{kde} \) is strongly consistent, i.e. converges almost surely to the true value, using Theorem 3.1 from [23] and the continuous mapping theorem [24]. As a result, \( R_{hc} \) converges almost surely, i.e. is strongly consistent. Let \( h_N = h = 1.06 \cdot \hat{\sigma} \cdot N^{-0.2} \), where \( \hat{\sigma} \) is a consistent estimator of the standard deviation of the unknown distribution. We used the built-in Matlab function for its estimation.

**Theorem 1.** The estimator \( R_{hc} \to R_{kde} \), as \( N \to \infty \).

**Proof.** We have that \( 0 \leq h_N \leq 1 \) and \( \lim_{N \to \infty} h_N = 0 \).

\[ \Rightarrow \lim_{N \to \infty} C_{thrL} = \lim_{N \to \infty} \frac{h_N}{N} = 0 \]

\[ \Rightarrow \lim_{N \to \infty} \delta_{thr} = 0 \text{ and } \lim_{N \to \infty} C_{thrU} = 0. \] (4)

This implies that the number of clusters \( M \to N \) or, equivalently \( \gamma_{ik} \to 0, \forall j = 1 : M, k = 1 : N_j \), from the linear approximation. This means that we obtain the original plug-in kernel density estimate, \( R_{kde} \). In the 10-fold cross-validation scheme, all the elements become equal to \( R_{kde} \), as well as the initial element. As a result, the mean of this vector will be equal to the plug-in kernel estimate. Thus, \( R_{hc} \to R_{kde} \), as \( N \to \infty \).

We apply the theory presented in [23], to prove that \( R_{kde} \) converges almost surely. With their notation, the unknown probability density is denoted by \( f(x) \) and

\[ T(f) = \int_{R} \Phi(f(x))dx, k = 0, \Phi(x) = x^\alpha, \alpha \in \mathbb{R} \] (5)

and its kernel density estimator is

\[ \hat{f}_{hn} = \frac{1}{N} \sum_{i=1}^{N} K_{hn}(x - X_i), \forall x \in \mathbb{R}, \]

\[ K_{hn}(x - X_i) = \frac{1}{h_N} K\left(\frac{x - X_i}{h_N}\right). \] (6)

Then, Rényi’s entropy becomes \( R_\alpha(f) = \log T(f) \) and \( R_{kde} = \hat{R}_\alpha(\hat{f}_{hn}) = \log T(\hat{f}_{hn}) \).

**Theorem 2.** The plug-in kernel density estimator is strongly consistent, i.e. \( R_{kde} \to R_\alpha(f) \text{ a.s.}, \text{ as } N \to \infty \), where a.s. stands for almost surely.

**Proof.** In our simulation experiments, the probability density function is a Gaussian distribution, which satisfies conditions \( (F.i \text{ – } F.iii) \) from [23]. The proofs of this section are valid for any probability density \( f \) that satisfies conditions \( (F.i \text{ – } F.iii) \), not only for Gaussian distributions. The kernel
function $K$ is a Gaussian distribution, which satisfies conditions $(K.i) - (K.v)$ of [23]. The function $\Phi(x) = x^\alpha$, $\alpha \in \mathbb{R}$ satisfies conditions $(\Phi.i) - (\Phi.ii)$ of [23]. The second derivative of $\Phi$ is equal to $\Phi''(x) = \alpha \cdot (\alpha - 1) \cdot x^{\alpha-2}$. As the probability density $f$ and the kernel $K$ are bounded, the domain of $\Phi$ is bounded, i.e. $\Phi : [a_\Phi, b_\Phi] \rightarrow \mathbb{R}, \Phi(x) = x^\alpha$, $\alpha \in \mathbb{R} \Rightarrow \sup \Phi''$ is bounded, i.e. $\sup \Phi'' \leq B_\Phi$. Thus, condition $(\Phi.iii)$ is fulfilled.

In addition, we have that $\lim_{N \rightarrow \infty} \frac{\log N}{N^{2\alpha}} = 0$. Thus, all the conditions of Theorem 3.1 of [23] are satisfied and this yields $T(f) \rightarrow T(f_{hN})$ a.s., as $N \rightarrow \infty$. Then, as the logarithm is a continuous function, by the continuous mapping theorem [24], $R_{kde} \rightarrow R_\alpha(f)$ a.s., as $N \rightarrow \infty$.

3. SIMULATION RESULTS

We perform simulation experiments with data generated from a univariate Gaussian distribution with mean $\mu = 5$ and variance $\sigma = 1$. We compare the newly derived estimator $R_{hc}$ with the theoretical Rényi’s entropy for a Gaussian distribution, $R_{th}$, with the plug-in kernel density estimator, $R_{kde}$, with the information potential estimator [8], $R_a$, and with the k-nearest neighbour estimator [11] with $k = 25$, $R_{knn}$. The theoretical value can be easily derived and is equal to $R_{th} = \frac{1}{2} \log 2\pi + \log \sqrt{\sigma} + \frac{1}{2(\alpha - 1)} \log \alpha$. The Rényi’s entropy estimates are denoted by $R$ and the empirical mean by $E$.

![Fig. 1. $R$ in the order of best to worst: $R_{th}$ - line with x marker (-x-), $R_{hc}$ - solid line (-), $R_{kde}$ - dashed line (--), $R_a$ - no line with * marker (*), and $R_{knn}$ - dotted line with dot marker (...), $\forall\alpha \in \mathbb{R}$.](image1)
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In figure 1, we present the empirical mean of the estimators, as a function of $\alpha \in \mathbb{R}$. The size of the data sets is $N = 1000$ samples. The values are averaged over 100 experiments. Our method is the best performing algorithm.

In figure 2, we show the logarithm of the empirical mean error between the entropy estimates and the theoretical value, as a function of the sample size, $N$, in the case $\alpha = 2$. In figure 3, we present the logarithm of the empirical mean-square error between the entropy estimates and the theoretical value (MSE), as a function of the sample size, $N$, in the case $\alpha = 2$. The results are averaged over 100 experiments. We selected to display the logarithm of these values, to make the lines clearly visible in the figures, because the difference between the kernel density methods is much smaller than that of these methods and the k-nearest neighbour algorithm. Our method produces the smallest mean error and mean-squared error. These errors are decreasing, as the sample size $N$ is increasing.

4. CONCLUSIONS

We have successfully obtained a univariate strongly consistent estimator for Rényi’s entropy of real order, using Gaussian kernels. We have reduced the number of samples required for the estimation and we have improved the plug-in kernel density estimate. Our experiments reveal that the newly proposed method is the best performing algorithm. As the sample size increases, our estimator tends to the plug-in kernel density estimator, which, in turn, tends to the true entropy. The improvement on the plug-in kernel density estimator takes place for smaller number of samples. This is beneficial in applications where the number of data points is limited. As an extension to higher dimensions, we would derive a multivariate Hermite expansion of the exponentials and then apply the hierarchical clustering of the samples.
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