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ABSTRACT

In probability theory, time series analysis, and signal processing, many identification and estimation methods rely on covariance estimates as an intermediate statistics. Errors in estimated covariances propagate and degrade the quality of the estimation result. In particular, in large network systems where each system node of the network gather and pass on results, it is important to know the reliability of the information so that informed decisions can be made.

In this work, we design confidence regions based on covariance estimates and study how these can be used for spectral estimation. In particular, we consider three different confidence regions based on sets of unitarily invariant matrices and bound the eigenvalue distribution based on three principles: uniform bounds; arithmetic and harmonic means; and the Marchenko-Pastur Law eigenvalue distribution for random matrices. Using these methodologies we robustly bound the energy in a selected frequency band, and compare the resulting spectral bound from the respective confidence regions.

Index Terms—Covariance Estimation, Random Matrices, Spectral Estimation, Confidence Regions, Marchenko-Pastur Law.

1. INTRODUCTION

In today’s society, many systems use sensors to collect a huge amount of information and thereby creating massive data sets. For the data to be processed efficiently, it needs to be handled in a decentralized fashion where the contextual information is extracted and propagated in the system. This information is then used for higher level analyses, and knowledge of the quality of this information is crucial to ensure that such analyses produce accurate and reliable results [1].

For these systems, statistical methods are key tools for estimating features and characteristics as well as for building relevant mathematical models. Often such methods are based on covariance estimates, as for example in spectral estimation, wireless channel estimation, radar, sonar [2, 3], medical imaging, and identification of network structures [4, 5]. Estimation of covariance estimates is a classical subject [6], but which has gained significant attention recently. In particular, it has gained interest in applications where a structural constraint is imposed, e.g., due to shift invariance or sensor geometries [7, 8, 9, 10]. Another such application area is analysis of network structures in dynamical systems using graphical models [11, 12]. This topic has also gained renewed interest from sparse signal processing applications where large inverse covariances are estimated from a limited set of data, see, e.g., [13].

With a few exceptions such as [14, 15], the focus on covariance estimation research has been on determining nominal covariance estimates that is optimal in some sense, e.g., the maximal likelihood solution. However, covariance estimates are inherently uncertain and errors in the covariance degrade the accuracy of the result. It therefore crucial to assess the uncertainty of the covariance estimates in order to guarantee the quality of the result. The sample covariance \( \hat{R} \) is Wishart distributed under the assumption that the underlying stochastic vector is Gaussian. We use this to design confidence regions for the true covariance \( R \), and to study the resulting uncertainty for spectral estimation and graphical modelling. A key observation is that the distribution of \( R^{-1/2} \hat{R} R^{-1/2} \) is independent of the true covariance \( R \) [15].

Section 2 describes some of the notation used. In Section 3 we introduce relevant background material and construct confidence regions. Section 4 describes the spectral estimation problem and discusses optimization problems for computing the maximum and minimum energy in an interval. In Section 5 we apply confidence regions for spectral estimation in order to compute bounds on the frequency content of a signal. In Section 6 we sum up the results and discuss further directions.

2. NOTATION

Let \( X^* \) denote the conjugate transpose of \( X \). The identity matrix is denoted by \( I \). Here \( \mathcal{H}_n \subset \mathbb{C}^{n \times n} \) denotes the set of Hermitian matrices, \( \mathcal{H}_n^+ \subset \mathbb{C}^{n \times n} \) denotes the set of positive
semidefinite Hermitian matrices, and \( H_n^+ \subset \mathbb{C}^{n \times n} \) denotes the set of positive definite Hermitian matrices. Further, \( X \succeq 0 \) means that \( X \in H_n^+ \) and \( X \succ 0 \) means that \( X \in H_n^{++} \).

### 3. Covariance Estimation, the Wishart Distribution, and Confidence Regions

Let \( x_k \in \mathbb{C}^{n \times 1} \), for \( k = 1, \ldots, N \), be zero mean, independent, circular complex Gaussian distributed random vectors with covariance
\[
R = \mathbf{E}(x_k x_k^*) ,
\]
where we assume that \( R \succ 0 \) and \( N \geq n \). A fundamental problem in statistics is to estimate the covariance \( R \) from a sample of vector realizations of \( \{x_k\}_{k=1}^N \). The sample covariance
\[
\hat{R} = \frac{1}{N} \sum_{k=1}^{N} x_k x_k^* 
\]
is the maximum likelihood estimator and a sufficient statistic for \( R \) [16], and its sample value \( \hat{R}_{\text{sample}} \) is therefore often taken as an estimate of \( R \). The sample covariance is a sum of outer products of independent identically distributed Gaussian vectors, and hence is distributed according to the Wishart distribution \( \mathcal{CW}_n(N, R/N) \) [16, 17]. The probability density of the joint distribution of \( \hat{R}_{\ell \ell} \) for \( 1 \leq \ell \leq n \) (that is of \( \Re(\hat{R}_{\ell \ell}) \) and \( \Im(\hat{R}_{\ell \ell}) \)) for \( 1 \leq j < \ell \leq n \) is
\[
P_{\mathcal{CW}_n(N, R/N)}(\hat{R}) = \frac{N^n n! |R|^{n-n} e^{-N \text{Tr}(R^{-1} \hat{R})}}{\pi^{n(n-1)/2} |\hat{R}|^N \prod_{j=1}^{n} (N-j)!}.
\]

As observed by Lang in [15], the distribution of the random matrix \( Y = R^{-\frac{1}{2}} \hat{R} R^{-\frac{1}{2}} \) is independent of the true covariance matrix \( R \). In fact, the distribution of \( Y \) is Wishart distributed \( \mathcal{CW}_n(N, I/N) \). Consequently, events based on outcomes of \( Y \) have probabilities independent of the true covariance matrix \( R \), and confidence regions for \( R \) may be constructed based on the random vector \( Y \). In fact, such regions only depend on the parameters \( n, N \), and the confidence level \( p \). There are many possible ways to construct such regions, and the best choice may depend on the application at hand. We will consider a few such examples.

#### 3.1. Confidence regions

Here we will consider confidence regions, being sets of covariances of the form
\[
\Omega_\Delta(\hat{R}) = \{ \hat{R}^{1/2} V \hat{R}^{1/2} | V \in \Delta \},
\]
where \( \Delta \subset H_n^+ \) is a fixed unitarily invariant set. By selecting such sets, the probability
\[
\Pr(R \in \Omega_\Delta(\hat{R})) \tag{1}
\]
is independent of the true covariance matrix \( R \). Therefore, by designing \( \Delta \) appropriately we can construct confidence regions for \( R \). In addition, by letting \( \Delta \) be convex and closed, \( \Omega_\Delta(\hat{R}) \) is convex and closed as well, which allows for using convex optimization methods to optimizing over the set \( \Omega_\Delta(\hat{R}) \) and finding a global optimum.

We consider three such sets. Firstly we consider sets \( \Delta \) with uniform bounds on the eigenvalues, i.e., on the form
\[
\mathcal{U}_{\alpha, \beta} := \{ V \in H_n^+ | \alpha I \preceq V \preceq \beta I \}
\]
where \( 0 < \alpha < 1 < \beta \).

Secondly we consider sets with bounds on the arithmetic mean and the harmonic mean of the eigenvalues (AH), i.e., sets on the form
\[
\mathcal{F}_{\alpha, \beta} = \{ V \in H_n^+ | \text{Tr}(V) \leq n/\alpha, \text{Tr}(V^{-1}) \leq n/\beta \}
\]
where \( 0 < \alpha, \beta < 1 \). These confidence regions were proposed in [15] where they show that this construction gives rise to convex confidence regions.

Thirdly, we consider the smallest closed convex set that contains all the matrices with eigenvalue distributions between two given distributions.
\[
\mathcal{A}_{\alpha, \beta} = \text{convhull}\{ V \in H_n^+ | \text{eig}(V) \in [\alpha, \beta] \}
\]
where \( \alpha, \beta \in \mathbb{R}_+^n \) and where we with \( [\alpha, \beta] \) denote the set of non-ascending vectors satisfying \( \alpha \leq \beta \). Then \( \mathcal{A}_{\alpha, \beta} \) is given by
\[
\left\{ V \in H_n^+ | \sum_{j=k}^{n} \alpha_j \leq \sum_{j=k}^{n} \lambda_j(V), \text{ and } \sum_{j=1}^{k} \lambda_j(V) \leq \sum_{j=1}^{k} \beta_j, \text{ for } k = 1 \ldots n \right\}.
\]

**Proof outline.** To see this, first note that all the constraints are convex [18, Corollary 2.4] since “sum of the k largest elements of a vector” and “sum of the k smallest elements of a vector” are permutation invariant and convex functions. Next note that
\[
\mathcal{A}_{\alpha, \beta} = \{ V \in H_n^+ | \text{eig}(V) \in \mathfrak{A} \}
\]
where \( \mathfrak{A} \) is the smallest permutation invariant closed convex set in \( \mathbb{R}^n \) that contains \([\alpha, \beta] \) [18] (cf. [19]). Further, using the separation theorem in an analogous way as in the proof Theorem 1 a. in [20] such sets can be characterized in terms of their partial sums of the largest/smallest values, leading to the sought characterization.

In our setting, we will select \( \alpha \) and \( \beta \) to be lower and upper approximations of the asymptotic eigenvalue distribution when \( N, n \to \infty \) and \( N/n \) is fixed, i.e., the distribution
corresponding to the Marčenko-Pastur (MP) Law (see, e.g., [21]).

**Theorem 2** ([21]). Consider $X \in \mathbb{C}^{n \times N}$ with independent entries $X_{i,j}$ with mean zero and variance 1. As $n, N \to \infty$ with $n/N \to d \in (0, 1]$ the empirical spectrum of $Y = XX^*/N$ converges weakly and almost surely to the density $f_d$ given by

$$f_d(\omega) = \frac{\chi_{[a,b]}}{2\pi d\omega} \sqrt{(b - \omega)(\omega - a)}$$

where $a = (1 - \sqrt{d})^2$ and $b = (1 + \sqrt{d})^2$.

To be more specific, we seek to model the distribution of $\hat{R}^{-1/2} R \hat{R}^{-1/2} = V$ in order to design $\Delta$ appropriately and so that (1) holds with a given probability. Next, we note that the eigenvalues of $\hat{R}^{-1/2} R \hat{R}^{-1/2}$ are the inverse of those of $Y = \hat{R}^{1/2} R \hat{R}^{-1/2}$, hence $\Delta$ is naturally modelled using the eigenvalue distribution corresponding to the inverse of the eigenvalues distribution of the Marčenko-Pastur Law, i.e., $f_d(1/\omega)/\omega^2$. Therefore, we let $\alpha \in \mathbb{R}^n$ and $\beta \in \mathbb{R}^n$ be the discrete approximations of this inverse distribution, and shifted along the frequency axis with the value $\pm \rho$, where $\rho$ is selected so that (1) is satisfied with the given confidence level for the specific $n, N$ in the problem setup. This construction is motivated by the fact that the distribution converge in probability and the asymptotic bounds in [21, Theorem 8.22].

4. SPECTRAL ENERGY CONFIDENCE INTERVALS

Spectral estimation is a methodology for estimating the frequency content of a signal, and here we consider the problem of estimating the energy in a given frequency band. This is a useful quantity for several applications and can be used, e.g., in radar for determining if a target is in a given area or in communication for detecting if a frequency band is used [22, 3]. The key quantities here are the maximum and the minimum possible energy in the given frequency band that is consistent with a covariance confidence region [23]. Bounds on the frequency content will be useful if sufficiently many covariances are estimated with sufficient accuracy. However, if the frequency band is too narrow or the covariance error is too large, then the uncertainty will be large and the estimate will consequently not be reliable.

Let $\Phi(\theta)$ denote the spectrum, i.e., the non-negative function\(^2\) on $\mathbb{T} = [-\pi, \pi]$ that represents the spatial energy or frequency content of a discrete-time signal (see, e.g., [22, Chapter 2]), and let $r_k$ denote its covariances

$$r_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi(\theta)e^{-ik\theta} d\theta \quad \text{for } k = 0, \pm 1, \pm 2, \ldots \tag{2}$$

Note that since the spectrum $\Phi(\theta)$ is real, $r_{-k} = \bar{r}_k$ for $k \in \mathbb{Z}$, hence we may use only positive indices.

The upper and lower bound of the energy in a given interval $[\theta_0, \theta_1]$ can be obtained as the optimum of the linear optimization problem

$$\inf \frac{\sup}{\theta_0} \int_{\theta_0}^{\theta_1} \Phi(\theta) d\theta \quad \text{(3)}$$

subject to

$$r_k = \int_{-\pi}^{\pi} \Phi(\theta)e^{-ik\theta} d\theta, \quad k = 0, 1, \ldots, n,$$

$$R = [r_{k-\epsilon}]_{k,\epsilon=0}^{n} \in \Omega_{\Delta}(\hat{R}_{\text{sample}}),$$

where $\Omega_{\Delta}(\hat{R}_{\text{sample}})$ is the confidence region and $\hat{R}_{\text{sample}}$ is the estimated covariance matrix.

In practice a nominal spectrum is often estimated and used as if it was the true spectrum. However, the accuracy of such estimate depends to a high extent on the accuracy of the estimated covariances, the number of estimated covariances, and the true covariance sequence. Errors in the estimated covariances clearly degrades the solution. The number of estimated covariances relate to the resolution of the estimated spectrum. However, the covariance sequence can also affect the resolution. In particular, if the Toeplitz matrix $R$ is close to singular, then the set of spectra consistent with $R$ is small (cf. [24, Corollary 4]).

The optimization problem (3) can be computed by solving the dual finite dimensional problem using semidefinite programming. However, here we simply consider the approximation obtained by discretizing the interval $[-\pi, \pi]$.

5. APPLICATION TO SPECTRAL ESTIMATION

Here we consider a scenario where we seek to determine the total energy in a frequency band with a given confidence level. We will study the bounds and compare the uncertainty sets using the three types of confidence regions. For the implementation we use CVX, a package for specifying and solving convex programs [25].

We consider a spectrum $\Phi(\theta)$ consisting of three spectral lines

$$\Phi(\theta) = \Phi(\theta) = \frac{1}{2}(\theta - 1) + \frac{1}{4} \delta(\theta - 3/4) + \epsilon,$$

where $\delta$ denotes the Dirac delta function, and we compare the two cases $\epsilon = 0.5$ and $\epsilon = 0.01$. Consider the problem of bounding the maximum and minimum energy in intervals of length $\pi/10$ given the estimated sample covariance $\hat{R}_{\text{sample}}$ with $n = 10$. Further we assume that an covariance is estimated based on 250 snapshots. The three confidence regions

$$\Omega_{\Delta_n}(\hat{R}_{\text{sample}}), \Omega_{\Delta_n}(\hat{R}_{\text{sample}}), \Omega_{\Delta_n}(\hat{R}_{\text{sample}}),$$

are created using all the methodologies in subsection 3.1. The parameters are selected so that the confidence level is 95%. Note that the parameters does not depend on the sample covariance $\hat{R}_{\text{sample}}$.\(^{2}\)

\(^{2}\)A power spectrum is in general a non-negative bounded measure and may contain, e.g., spectral lines.
Fig. 1. Here the spectral lines are depicted together with upper and lower bounds on the energy in intervals of length $\pi/10$. Here $N = 250$, $n = 10$, Noise level: $\epsilon = 0.5$. Exact bound is the spectral uncertainty assuming the true covariance matrix is known.

Figures 1 and 2 depict the energy bounds for the two cases $\epsilon = 0.5$ and $\epsilon = 0.01$, respectively. It can be seen that the uncertainty in the energy are considerably larger in the case with uncertain covariance compared to the case with known covariance. However, the localization of the energy is quite similar in the sense that the energy content is limited to the same energy band. Note that in this case, $\hat{R}_\text{sample}$ is not Toeplitz, and no spectrum $\Phi(\theta)$ is consistent with $\hat{R}_\text{sample}$. Instead the black lines denote the bounds corresponding to the true covariance $R$. In this example, the confidence region base on the Marčenko-Pastur Law gives slightly better bounds than confidence region based on uniform bounds. Both of those are substantially tighter than the bounds based on the arithmetic and harmonic means of the eigenvalues.

Here, it is important to note that with confidence level 0.95, the energy bounds hold for all the frequencies. This is in contrast with traditional methods where the distribution of individual frequency points are derived (see, e.g., Periodogram analysis in Chapter 2.4.2 [3]).

6. CONCLUSIONS AND FURTHER DIRECTIONS

In this work, we quantify covariance uncertainty using confidence regions and use them for robust estimation and identification. We consider covariance uncertainty sets with a given confidence level in order to quantify and bound estimation errors. In particular, we consider spectral estimation based on covariance estimates. Uncertainty in the covariance estimates give rise to uncertainty in the respective application. We determine confidence regions for the covariance estimates, and thereby allow for uncertainty assessment.

The main contribution in this article is to propose a new type of convex confidence regions for covariance matrices based on the Marčenko-Pastur Law eigenvalue distribution for random matrices. A next step in this analysis is to consider the design in more detail and to asymptotically compute the size of the tube around the Marčenko-Pastur Law distribution in order to achieve a given confidence level for given sizes $n, N$. Even though we consider Gaussian stochastic variables in this paper, most results hold for general distribution given that the variance is constant and the samples independent (see Theorem 2 and other results from [21]).

This methodology can be used in many applications, e.g., identification of graph structures (for static graphs or dynamical systems) and in portfolio optimization using Markowitz models. We will consider such applications in a forthcoming paper. We also seek to extend this framework to cases where a time series is available, instead of independent snapshots as assumed in this analysis.
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