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ABSTRACT
Consider a multicell multiuser MIMO (multiple-input multiple-output) system with a very large number of antennas at each base station (BS). The number of users in each cell is assumed to be fixed as the number of BS antennas grows large. Under certain conditions on the powers of the transmitting users, the signal eigenvalue spectrum is asymptotically separated from the interference-plus-noise spectrum as the number of BS antennas grows large. As it was observed in [1], this phenomenon allows to mitigate the pilot contamination problem. We provide the power limits for each user in the cell of interest above which such a separation occurs asymptotically. Unlike the approximative methods used in [1], we obtain these power limits by making use of the exact asymptotic characterizations of the interference-plus-noise spectrum. The results are based on the theory of small rank perturbations of large dimensional random matrices.

Index Terms— Multicell multiuser MIMO, pilot contamination, random matrix theory, spiked models

1. INTRODUCTION
Massive MIMO is a promising technique to improve the spectral efficiency of wireless communication systems. The key idea is to let a multitude of users be active simultaneously and separate their signals in spatial domain by equipping the BS with a large number of antennas. Since this separation requires the BS to know spatial channel characteristics of each desired user, channel estimation is one of the main challenges in multicell massive MIMO systems. Due to the limited resources on fading channels, the use of orthogonal pilot sequences across all cells is unfeasible and the same pilots need to be reused in at least a fraction of the cells. Therefore, the channel estimates obtained in the cell of interest are contaminated by signals transmitted by users in the other cells. This problem is referred to as pilot contamination. The corresponding loss in throughput was analyzed in the early works [2] and [3], and the contamination is one of the limiting factors when deploying very large BS arrays. The pilot contamination effect can be suppressed by allocating the pilot sequences in a judicious way. Variations in the spatial correlation between users can be exploited to identify users that cause less pilot contamination to each other [4, 5]. Alternatively, one can reuse the same pilot sequences in only 1/f of the cells, which reduces the contamination at the cost of having f times more pilots [4, 6]. Note that only the pilot structure is optimized and utilized for channel estimation in [4, 5, 6].

Blind and semi-blind estimators were used in [1, 7, 8, 9] to exploit also the payload data for channel estimation. These methods can be used to separate desired signals from interfering signals and noise, if the power levels are sufficiently different. The separability is key in these schemes and was studied in [1], where a blind pilot decontamination method based on the theory of large dimensional random matrices was proposed. Depending on the system parameters, as the dimensions of the received signal matrix grow large, the spectrum of the sample covariance matrix asymptotically decomposes into two disjoint parts corresponding to the interference-plus-noise eigenvalue bulk and the signal eigenvalues. The main idea of [1] was to find an approximated characterization of the limiting supports of the interference-plus-noise spectrum from one side and of the signal spectrum from the other. Then, a bound on the power difference between signal and interference was determined in order for these two bulk to not overlap. However, the method in [1] has two main limitations. First, due to the approximations, the final bound does not depend on the noise variance, so the bound becomes inaccurate in the low signal-to-noise ratio (SNR) regime. The second limitation comes from the approximation based on the assumption that the number of interfering signals and signals of interest are both very small in comparison to the number of BS antennas, making it inapplicable to the scenarios where the number of cells is considered to be very large.

We derive a new asymptotic condition on the signal and interference-plus-noise spectrum separability. The results are obtained by using recent results from the theory of small rank perturbations of large dimensional random matrices. We only need to assume that the number of signals of interest is much smaller than the number of receive antennas at the BS. The results rely on the exact asymptotic analysis of the interference-plus-noise spectrum. The new separability condition provides accurate results also in situations where the approximation from [1] are inaccurate.

Notations: The superscript $(\cdot)\dagger$ is the Hermitian transpose of a matrix. We denote by $\overset{\text{a.s.}}{\longrightarrow}$ the almost sure (a.s.) convergence. The symbol $\Im(z)$ stands for the imaginary part of $z$. We denote by $CN(a, \sigma^2)$ the complex circular Gaussian distribution with mean $a$ and variance $\sigma^2$.

2. SYSTEM MODEL
Consider a multicell multiuser MIMO system with a cell of interest and $L$ neighboring interfering cells. Each cell contains one BS equipped with $M$ antennas and $K$ single-antenna users. Consider the uplink (reverse link) transmission where the BS of interest receives signals from all users in all cells. Let $\tau$ be the length of the coherence interval in samples. The $M \times 1$ received vector at time $t = 1, \ldots, \tau$ is given by

$$y_t = H x_t + \sum_{l=1}^{L} H^\dagger x^l_t + w_t \quad (1)$$
where \( x_t \in \mathbb{C}^{K \times 1} \) is the transmitted data vector with independent entries with zero mean and covariance matrix \( P = \text{diag}(P_1, \ldots, P_K) \) with decreasingly ordered elements \( P_1 \geq \ldots \geq P_K \) representing the powers of the transmitted signals in the home cell; \( H \in \mathbb{C}^{M \times K} \) is the channel matrix between the BS and the K users with independently identically distributed (i.i.d.) entries with zero mean and unit variance; \( x_t^l \in \mathbb{C}^{K \times 1} \) is the interfering data vector in the \( l \)-th interfering cell with independent \( \mathcal{CN}(0, I) \) entries; \( H^l \in \mathbb{C}^{M \times LK} \) is the channel matrix between the BS and the users of the cell \( l \) with entries \( [H^l]_{m,k,l} \sim \mathcal{CN}(0,1) \); \( w_t \in \mathbb{C}^{M \times 1} \) is the additive noise vector with independent \( \mathcal{CN}(0, \sigma^2) \) entries. Defining \( \hat{x}_t = [(x_t^1)^H, \ldots, (x_t^K)^H]^H \in \mathbb{C}^{LK \times 1} \) and concatenating \( \tau \) successive samples of the received vectors given by (1), we obtain \[
Y = HP^{1/2}X + H_tX_t + W
\] (2)

where \( Y = [y_1, \ldots, y_{\tau}] \in \mathbb{C}^{M \times \tau} \), the matrix \( X \in \mathbb{C}^{K \times \tau} \) has i.i.d. entries, \( X_t = [x_1, \ldots, x_{\tau}] \in \mathbb{C}^{LK \times \tau} \) with \( [X_t]_{k,t} \sim \mathcal{CN}(0, I) \), \( H_t = [H^1, \ldots, H^K] \in \mathbb{C}^{M \times LK} \) with \( [H_t]_{m,j,l} \sim \mathcal{CN}(0,1) \), and \( W = [w_1, \ldots, w_{\tau}] \in \mathbb{C}^{M \times \tau} \) with \( [W]_{m,t} \sim \mathcal{CN}(0, I) \).

We assume in the following that \( M \) and \( \tau \) are large and of the same order of magnitude and define the asymptotic regime by \( M \to \infty \), such that \( M/\tau \to c \in (0, \infty) \). \( K \) is assumed to be fixed as \( M \to \infty \). We define also \( \bar{c} \) such that \( M/(LK) \to \bar{c} \in (0, \infty) \). Note that the definition of \( \bar{c} \) is more general than the assumption made in [1] where \( LK \) is implicitly assumed to be very small as compared to \( M \). The results of this paper are based on asymptotic spectral analysis of the sample covariance matrix defined by \( \hat{R} \triangleq \frac{1}{\tau}YY^H \).

Write now the model (2) as \( Y = A + Z \) where \( A = HP^{1/2}X \) is of small rank \( K \) with probability one and whose singular values converge to \( \sqrt{\tau}P_1, \ldots, \sqrt{\tau}P_K \) as \( M \to \infty \) and \( Z = H_tX_t + W \) has a rank equal to \( \min(M, \tau) \) with probability one. In large dimensional random matrix theory, this model corresponds to a so-called “spiked models” (see, e.g., [10]) where \( Z \) is perturbed by the small rank matrix \( A \). In order to understand the main idea, consider first the interference free case with \( Y = A + W \) where the matrix \( W \) corresponds to the noise only part. As \( M \to \infty \), the spectrum of \( \hat{R} \) converges to the Marˇcenko–Pastur (MP) law [11] and is composed of one bulk of eigenvalues. However, under conditions on \( P \), up to \( K \) isolated eigenvalues referring to the presence of the signal matrix \( A \) can be found on the right side of the support of the MP law. More precisely, if the smallest power satisfies the condition \( P_K > \sigma^2 \sqrt{\tau}/M \) [10], then all signal eigenvalues are asymptotically separated from the noise eigenvalues as \( M \to \infty \). That is illustrated in Figure 1 where the histogram is plotted for one realization of \( Y \) and where both signal powers satisfy the separability condition.

We come back now to the model \( Y = A + Z \). As the interference-plus-noise covariance matrix \( Z \) has non i.i.d. entries, the spectrum of \( \hat{R} \) does not converge to the MP law and the condition of separability is not the same as above. Asymptotically, the spectrum of \( \hat{R} \) may consist of one or two bulks (depending on the interference-to-noise ratio, \( M, c \), and \( \bar{c} \)) representing noise and interference and, as above, of up to \( K \) isolated eigenvalues corre-

![Empirical eigenvalue distribution](image)

Fig. 1. Histogram of the empirical eigenvalues of \( \hat{R} \) and the Marˇcenko–Pastur law for \( M = 500, \tau = 1000, c = 0.5, K = 2, P_1 = P_2 = 1/M, I = 0, \) and \( \sigma^2 = 1 \).

3. MAIN RESULT

Recall the interference-plus-noise matrix \( Z = H_tX_t + W \). Let \( G \) be the limited spectral distribution (l.s.d.) of \( \frac{1}{\tau}ZZ^H \) with support denoted by \( \text{supp}(G) \) and with the Stieltjes transform \( \text{ST} \) \( m \) (see Theorem 3 for its characterization). Define the interference covariance matrix by \( \Sigma_t \triangleq \frac{1}{\tau}H_tX_tX_t^H \) with l.s.d. \( F \) whose ST is denoted by \( m_F \) and whose support is the interval \( [z_1, z_2] \) (see Theorem 2). As \( m_F(z) \) for \( z \in \mathbb{C}^+ \triangleq \{ z \in \mathbb{C}, 3z > 0 \} \) admits an analytic continuation on \( (x_2, \infty) \), we can define \( m_{F_2} \triangleq \lim_{x \to x_2^+} m_F(x) \). The following theorem provides the condition for separability and the limiting behavior of the \( K \) largest eigenvalues of \( \hat{R} \).

Theorem 1. Let \( b \) be the upper bound of \( \text{supp}(G) \). It is given by

\[
b = \frac{m_{F_2}^1 \left( \frac{1}{\sigma^2} \left( 1 - \frac{1}{1 + \sigma^2 cm} \right) \right)}{(1 + \sigma^2 cm)^2} + \frac{\sigma^2 (1 - c)}{1 + \sigma^2 cm} \quad (3)
\]

where \( m_{F_2} \) is the unique solution in \( (m_{F_2}(1 - \sigma^2 cm_{F_2})^{-1}, 0) \) of

\[
m = \frac{1}{2\sigma^4 c^2 x(m) (1 + \sigma^2 cm)^2} m_F^1(\xi(m)) + \frac{1 - e}{2cz(m)} - \frac{1}{\sigma^2 c} \quad (4)
\]

with

\[
x(m) = \frac{m_{F_2}^1 \left( \frac{1}{\sigma^2} \left( 1 - \frac{1}{1 + \sigma^2 cm} \right) \right)}{(1 + \sigma^2 cm)^2} + \frac{\sigma^2 (1 - c)}{1 + \sigma^2 cm},
\]

\[
\xi(m) = \left( 1 + \sigma^2 cm \right) \left( (1 + \sigma^2 cm) x(m) - \sigma^2 (1 - c) \right),
\]

and

\[
m_F^1(\xi(m)) = \int \frac{dF(t)}{(t - \xi(m))^2}.
\]

4The ST \( m_F \) of a spectral distribution \( F \) with support in \( \mathbb{R} \) denoted by \( \text{supp}(F) \) is defined by \( m_F(z) = \int (t - z)^{-1} dF(t) \). It is analytic on \( \mathbb{C} - \text{supp}(F) \) and completely characterizes the spectral distribution \( F \).
Let $m(x)$ be the analytic continuation of $m(z)$ on $(b, \infty)$. Define $\zeta(x) \equiv \lim_{\substack{x \to b}} Mm(x) (cxm(x) + c - 1)$ decreasing from $\zeta(b^+)$ to zero on $(b, \infty)$. Let

$$\lambda_1 \uparrow \lambda_2 \quad \text{as} \quad M \to \infty.$$

Let $k_0 \in \{0, \ldots, K\}$ be the largest integer for which $P_{k_0} > P_{\text{lim}}$. Let $\lambda_1 \geq \cdots \geq \lambda_{k_0}$ be the $K$ largest eigenvalues of $\tilde{\mathbf{R}}$. If $k_0 = 0$, then $\lim_{M \to \infty} \lambda_1 \to b$. Otherwise, for $k = 1, \ldots, k_0$, let $\rho_k$ be the unique solution in $(b, \infty)$ of the equation $P_k(\zeta(x) = 1$. Then,

$$\lambda_1 \uparrow \lambda_2 \quad \text{as} \quad M \to \infty \to \rho_1, \ldots, \lambda_{k_0} \quad \text{as} \quad M \to \infty \to b.$$

From this theorem, if $k_0$ among the $K$ signals satisfies the separability condition having their powers strong enough, then the $k_0$ largest eigenvalues of $\tilde{\mathbf{R}}$ will converge to limits located outside the right side of $\text{supp}(G)$. If $k_0 = K$ then all the signals satisfies the separability condition and the signal part is asymptotically separated from the interference-plus-noise bulk. Note that $P_{\text{lim}}$ in (5) is obtained from an exact characterization of the upper bound $b$, in contrast to the approximate characterization provided in (1). The proof is based on results of [12] and [13] and the main steps are provided in the next section. Note that the values of $b$ and $m_0$ can be calculated numerically by solving first the fixed point equation (4) in order to get $m_0$.

One application of Theorem 1 is that the BS of interest can suppress the interference-plus-noise by projecting the received sample matrix $\mathbf{Y}$ onto the eigendirections spanned by the $k_0$ largest eigenvalues of $\tilde{\mathbf{R}}$. If the users of interest have distinct transmit powers $P_1 > \cdots > P_{k_0}$, then it follows that $p_1 > \cdots > p_{k_0}$ and thus the BS can asymptotically associate the signal received over each of the largest eigenvalues with its true transmitter. If the transmit powers are the same, or if the asymptotic regime has not been fully approached in practice, pilot signals might be needed to correctly separate the users’ signals (as in, e.g., [1, 8]). Notice that despite the separation between interference-plus-noise, the signal eigenvalues contain residual interference and noise and $\rho_k > MP_k$; more precisely, the remaining SNR is $MP_k/(\rho_k - MP_k)$.

### 4. MAIN STEPS OF THE PROOF OF THEOREM 1

The power limit (5) is obtained from an application of the results of [12]. The main concern of the proof of Theorem 1 is the characterization of $b$ and $m_0$. We start by presenting a result [14] on the limiting probability density function of the eigenvalues of $\mathbf{I}$ and the ST of the corresponding L.S.D.

**Theorem 2** ([14]). Let $\mathbf{I} = \frac{1}{\tau} \mathbf{H}_1 \mathbf{X}_1 \mathbf{X}_1^H \mathbf{H}_1^H$ where $\mathbf{H}_1$ and $\mathbf{X}_1$ are defined as in (2). Let $M \to \infty, M/\tau \to c \in (0, \infty)$ and $M/(\text{LK}) \to \bar{c} \in (0, \infty)$. The L.S.D. of $\mathbf{I}$ is given by $F$ with $\text{probability density composed of a point mass at zero that is only vanishing for } c, \bar{c} > 1 \text{ and a continuous part with a compact support.}$ The continuous part $f(x) = c(x)/\pi$ where $c(x)$ is the unique positive solution to

$$c^2(x) = 3g^2(x) - 2\frac{c + \bar{c} - 2\bar{c}c}{cc^2} g(x) + \frac{c - 1}{cc^2} (\bar{c} - 1 - x)$$

for $x_1 < x < x_2$ and 0 elsewhere and the function $g(x)$ represents the unique real solution on $[x_1, x_2]$ of

$$8c\bar{c}^2 x^2 (3g^2(x) - 8x(c + \bar{c} - 2\bar{c}c)g^2(x) + 2 + \left(\frac{c - 1}{\bar{c} - 1} - \frac{x}{\bar{c} - \bar{c}c^2}\right) + 1 = 0$$

with $\xi = 1/(\text{LK})$ and $x_1$ and $x_2$ are two largest nonnegative solutions of the equation

$$4c\bar{c}^2 x^3 - x^2 (10c^2 \bar{c} + 10\bar{c} + 10\bar{c}c^2 - c^2 - c^2\bar{c}^2 - c^2\bar{c}^2 - 2c^2 - 2c^2\bar{c} - 2c^2\bar{c} - 2c^2\bar{c} - 2c^2\bar{c}) x + (c - 1)^2 (\bar{c} - 1)^2 (\bar{c} - \bar{c})^2 = 0.$$

Moreover, the ST of $F$, denoted by $m_F$, for $x \in \mathbb{R} - [x_1, x_2]$, satisfies the equation

$$m_F(x) = \frac{x^2c\bar{c}}{\xi} m_F^2(x) - x^2 \left(\frac{c + \bar{c} - 2\bar{c}c}{\xi}\right) m_F^2(x) + \left(\frac{c - 1}{\bar{c} - 1} - \frac{x}{\bar{c} - \bar{c}c^2}\right) + 1 = 0.$$

Making use of this result, the asymptotic spectrum of the interference-plus-noise part can be now characterized.

The following result on the L.S.D. of the interference-plus-noise covariance matrix is a direct application of [15] (Item 1) and of [16] (Item 2).

**Theorem 3** ([15], [16]). Let $\mathbf{Z} = \mathbf{H}_1 \mathbf{X}_1 + \mathbf{W}$ with $\mathbf{H}_1, \mathbf{X}_1$, and $\mathbf{W}$ defined as in (2). Let $F$ be the L.S.D. of $\mathbf{I} = \frac{1}{\tau} \mathbf{H}_1 \mathbf{X}_1 \mathbf{X}_1^H \mathbf{H}_1^H$ defined as in Theorem 2. Define

$$\Sigma \triangleq \frac{1}{\tau^2} (\mathbf{H}_1 \mathbf{X}_1 + \mathbf{W}) (\mathbf{H}_1 \mathbf{X}_1 + \mathbf{W})^H.$$

Then:

1. As $M \to \infty$, the empirical distribution function of the eigenvalues of $\Sigma$ converges weakly and a.s. to a non-random distribution function $G$ whose ST $m_G(z)$, for $z \in \mathbb{C}^+$, is the unique solution of

$$m_G(z) = \left[ \frac{d(t)}{1 + \sigma^2 \text{cm}(z)} \right] (z + \sigma^2 (1 - c))$$

such that $m_G(z) \in \mathbb{C}^+$ and $zm_G(z) \in \mathbb{C}^+$.

2. Recall supp($G$) is the support of $G$. For any interval $[d_1, d_2] \subset \mathbb{R} - \text{supp}(G)$, there exist $M_0$ such that for all $M \geq M_0$,

$$\mathbb{P}\{\text{no eigenvalue of } \Sigma \text{ appear in } [d_1, d_2]\} = 1.$$
eigenvalues due to the interference-plus-noise part can appear outside of $\text{supp}(G)$ with probability one. Hence, if isolated eigenvalues of $\hat{R}$ are observed on the right side of $\text{supp}(G)$, they are only due to the signal part.

The final part of the proof consists in derivation of Equations (3) and (4) by using the results of Theorem 2 and Theorem 3. We skip the details of the derivation which is mainly based on the asymptotic support analysis performed in [15].

5. NUMERICAL RESULTS

In this section we provide simulation results that compare the separability regions of the proposed method with the results of [1]. All the matrix entries of the model (2) are assumed to have circularly symmetric Gaussian entries. The signal powers are assumed to be all equal $P_1 = \ldots = P_K = P$. Two cases with different noise levels are considered. First, in Figure 2, $\sigma^2$ is equal to $−10$ dB. The ratio $K/M$ is plotted versus the interference-to-signal power ratio $I/P$. The signal is separated from the interference-plus-noise within the region delimited by the horizontal axis, the vertical axis, and the curves. In this scenario, we observe that the new separability region is wider than that of [1]. This means that the result of [1] underestimates the size of the separability region and the signal can be still separated from the interference-plus-noise within the region between the two curves. This is confirmed empirically by the histogram (obtained from 1000 realizations) of the sample covariance matrix in Figure 3 by taking $I/P = 0.2$ and $K/M = 2 \cdot 10^{-3}$ (the point marked by a square in Figure 2).

The second case considers a higher noise level for which $\sigma^2$ is equal to $6$ dB and the curves are plotted in Figure 4. The new bound is tighter than that of [1] meaning that [1] incorrectly predicts separation between the signal and the interference-plus-noise bulk which does not happen in practice. This is confirmed in Figure 5 by taking $I/P = 0.4$ and $K/M = 2 \cdot 10^{-3}$ (marked by a square in Figure 4).

6. CONCLUSIONS

This paper analyzes asymptotic bounds on separability of desired signals and interference-plus-noise from the sample covariance matrix in massive MIMO systems. Our results showed that the bounds provided in [1] can be inconsistent at low SNR and for $L$ large which is due to the approximations used in [1]. In contrast, the proposed bounds are derived by using the exact asymptotic spectrum analysis making it applicable for a wider range of practical situations.

As future work, we will consider an extension to the scenario where a relative attenuation between the out-of-cell users and the BS of interest is taken into account. In this case, the columns of the channel matrix $H_i$ have different variances.
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