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ABSTRACT

Multiple scattering effects are commonly ignored in the detection and estimation of scatterers in signal processing research, because the energy of the first-order scattering is much larger than that of higher-order components. Although multiple scattering can significantly increase the estimation precision of point scatterers, it does not always lead to an improvement. Identifying conditions under which multiple scattering is beneficial or detrimental to estimation in a general setup is still an open problem. In this paper, we consider the effects of multiple scattering on the localization of two point scatterers. By comparing the Fisher information matrix on location parameters when multiple scattering exists and does not exist, we show analytically that information on ranges can benefit estimating directions of arrival via multiple scattering when the two scatterers are in far-field and well resolved.

Index Terms—Multiple Scattering, Fisher Information, Cramér-Rao Bound, Estimation, Artificial Scattering

1. INTRODUCTION

Single scattering is a usual assumption in sensing signal processing research: The signal observed at the receiver side is assumed to come from a wave that has traveled from a transmitter to a scatterer and then back-scattered to the receiver. When multiple scatterers exist, the received signal is typically modeled as the sum of waves scattered by each individual scatterer. Even though the wave scattered by one scatterer may propagate to other scatterers and arrive at the receiver via multiple paths, such interactions among scatterers due to multiple scattering [1] are largely ignored because the energy of the single scattering, i.e., the first-order scattering, is much larger than that of higher-order components. How multiple scattering affects the precision of estimating scatterers and their imaging resolution has been investigated in a number of studies [2]-[10], but the results are controversial. Shi and Nehorai derived a closed-form physical model to account for multiple scattering [2] and Cramér-Rao bounds (CRBs) [3] on the precision of estimating the location and scattering parameters of point scatterers. By comparing the CRBs for multiple scattering with a reference case that has only single scattering, they showed that multiple scattering could significantly improve the estimation performance. Sentenac et al. investigated the influence of multiple scattering on the CRB for the estimation of the inter-distance between two objects [4], in which they observed that the occurrence of strong multiple scattering does not automatically lead to a resolution enhancement. Chen and Zhong studied the role of multiple scattering in the framework of transverse electric electromagnetic inverse scattering and showed that multiple scattering does not always improve the accuracy of estimation [5]. Simonetti et al. considered the possibility of retrieving the subwavelength structure of an object when it is illuminated and detected in a far-field location [6], [7]. They demonstrated that the imaging resolution can go beyond the diffraction limit by exploring the multiple scattering within the medium. On the other hand, de Rosny and Prada argued that subwavelength detection is still possible even without multiple scattering between the subwavelength structures [8].

Given the inconsistent effects of multiple scattering on the estimation and imaging of scatterers, identifying conditions under which multiple scattering is favorable or detrimental is crucial. Marengo et al. made such an attempt by considering a system of two scatterers with a single transmitter and single receiver [9], [10]. Assuming only one location parameter is unknown and comparing its CRBs under the cases with and without multiple scattering, they identified some sufficient or necessary conditions. Because of the highly non-linear nature of the physical model as well as the CRBs when multiple scattering is incorporated, comparing CRBs analytically in a general setup is challenging and identifying such conditions is still an open problem. In this paper, we consider a system of two point scatterers under a general multistatic configuration with multiple transmitters and multiple receivers. Assuming all location parameters of the scatterers are unknown, we compare analytically the Fisher information matrices (FIMs) when multiple scattering either exists or does not. We show that when the two scatterers are in far-field locations and well resolved [11], multiple scattering is favorable for the estimation.

2. MODELS AND CRAMÉR-RAO BOUNDS

We briefly describe the two physical models employed in this work: One incorporates multiple scattering and the other includes only single scattering. Although the second model is a first-order approximation of the first one, we treat it as if it were exact in the comparisons, i.e., it represents a fictitious reference scenario where there is no multiple scattering among the scatterers. A complete presentation of the two models can be found in [2], and closed-form CRBs for estimating the location and scattering parameters of multiple scatterers were derived in [3].

We consider two point scatterers at unknown positions \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \), where \( \mathbf{x}_1, \mathbf{x}_2 \in \mathbb{R}^3 \) and assume that their scattering coefficients \( \tau_1 \) and \( \tau_2 \) are known, where \( \tau_1 \) and \( \tau_2 \) are complex numbers.
transmit and receive array of $N$ isotropic point antennas is used to illuminate and localize the scatterers, the elements of which are at known positions $\alpha_1, \alpha_2, \ldots, \alpha_N \in \mathbb{R}^3$. See Figure 1 for the multistatic illustration.

![Fig. 1. Illustration of the multistatic setup.](image)

### 2.1. Model and Cramér-Rao Bound with Multiple Scattering

Using the Foldy-Lax model [12]-[15] as a basis for incorporating multiple scattering, the multistatic response matrix [11] can be formulated in a closed matrix form as [2],

$$K_{FL} = A(T^{-1} - S)^{-1} A^T,$$

where $A = [g(x_1), g(x_2)] \in \mathbb{C}^{N \times 2}$, $\alpha^T$ denotes the matrix transpose, $T = \text{diag}(\tau_1, \tau_2)$ and the matrix $S$ is defined as

$$S = \begin{bmatrix} 0 & G(x_1, x_2) \\ G(x_2, x_1) & 0 \end{bmatrix} = [s(x_1), s(x_2)].$$

The Green function $G(x_1, x_2) = -\varepsilon e^{ikR}/4\pi R$ in the three-dimensional space represents the “propagator” from location $x_1$ to $x_2$, where $k$ is the background wave number and $R = |x_1 - x_2|$ is the Euclidean distance between the two scatterers. The transmit and receive Green function vectors $g(x_1), g(x_2) \in \mathbb{C}^N$ are

$$g(x_1) = [G(x_1, \alpha_1), G(x_1, \alpha_2), \ldots, G(x_1, \alpha_N)]^T,$$

$$g(x_2) = [G(x_2, \alpha_1), G(x_2, \alpha_2), \ldots, G(x_2, \alpha_N)]^T,$$

where $G(x_m, \alpha_j) = -e^{-ikR_{m,j}}/4\pi R_{m,j}$ and $R_{m,j} = |x_m - \alpha_j|$ for $m = 1, 2$ and $j = 1, 2, \ldots, N$.

Assume that the measured multistatic response matrix is a noisy version of (1) and the noises are additive, independent, and identically distributed following a multivariate, complex, circularly-symmetric Gaussian distribution. The CRB for estimating the location parameters $x = [x_1^T, x_2^T]^T$ can be computed as the inverse of the FIM

$$\mathcal{I}_{FL}(x) = \frac{2}{\sigma^2} \Re \{D_{FL}^H D_{FL} \},$$

where $\sigma^2$ is the variance of the noise, $\Re\{\cdot\}$ takes the real part of a complex matrix, and $\alpha^T$ denotes the conjugate transpose, $D_{FL} = \partial \text{vec}(K_{FL})/\partial x^T$ and $\text{vec}(\cdot)$ vectorizes a matrix by stacking its columns under another. The Jacobian matrix $D_{FL}$ was derived in [3] as

$$D_{FL} = A(T^{-1} - S)^{-1} \otimes I_n \otimes B - [A(T^{-1} - S)^{-1} \otimes A(T^{-1} - S)^{-1}] C + B \otimes [A(T^{-1} - S)^{-1} \otimes I_n],$$

where “$\otimes$” denotes the Kronecker product [17], $I_n$ is an $n$-dimensional column vector with each element as 1, $n$ is the dimension of one location coordinate, for instance $n = 3$ for the three-dimensional formulation, “$\otimes$” denotes the Khatri-Rao product [17], $B = [b(x_1), b(x_2)]$, $B(x_m) = \partial s(x_m)/\partial x_m^T$ for $m = 1, 2$ and $C = \partial s(x_m)/\partial x_m^T$ for $m = 1, 2$.

### 2.2. Model and Cramér-Rao Bound without Multiple Scattering

We employ the Born-approximated model [12], [16] as the reference model for studying the effect of multiple scattering. In this case, the multistatic response matrix that includes only single scattering is modeled as

$$K_b = AA^T = \tau_1 g(x_1) g^T(x_1) + \tau_2 g(x_2) g^T(x_2).$$

The corresponding CRB is the inverse of the following FIM

$$\mathcal{I}_b(x) = \frac{2}{\sigma^2} \Re \{D_{b}^H D_{b} \},$$

where $D_b = \partial \text{vec}(K_b)/\partial x^T$. The Jacobian matrix $D_b$ is [3]

$$D_b = AA^T \otimes I_n^T \otimes B + B \otimes (AT \otimes I_n^T).$$

It is easy to see that $K_b$ and $D_b$ are special cases of $K_{FL}$ and $D_{FL}$, respectively, when $S$ is set to be a zero matrix.

### 3. Fisher Information Matrix Comparison

Instead of comparing the CRBs for the two cases directly, we compare the corresponding FIMs, because, for two matrices $A$ and $B$, $A^{-1} \in B^{-1}$ if and only if $A \geq B$ [18]. Here, $A \geq B$ means that $A - B$ is positive semidefinite. To evaluate the two FIMs $\mathcal{I}_{FL}(x)$ and $\mathcal{I}_b(x)$, we first compute matrices $B$ and $C$ in (3) and (6). The derivatives of the Green functions with respect to the location parameters can be calculated as

$$\frac{\partial G(x_m, \alpha_j)}{\partial x_m^T} = G(x_m, \alpha_j) ikR_{m,j} - 1 R_{m,j} \approx ikG(x_m, \alpha_j) x_m - \alpha_j,$$

where $x_m - \alpha_j = (x_m - \alpha_j)/R_{m,j}$ for $j = 1, 2, \ldots, N$, $m = 1, 2$, and the approximation holds when $R_{m,j} \gg 1$. Therefore,

$$b(x_m) \approx ikG(x_m, \alpha_j) x_m - \alpha_j, \ldots, G(x_m, \alpha_N) x_m - \alpha_N^T \approx ikG(x_m) \otimes x_m - \alpha^T,$$

where $\alpha$ is the geometric center of the transmit and receive array. In the second approximation, we use $x_m - \alpha_j \approx x_m - \alpha$ for $j = 1, 2, \ldots, N$ and $m = 1, 2$ assuming that the scatterers are in the far field with respect to the array. This approximation is essentially also a monostatic approximation. Thus, we have

$$B = [b(x_1), b(x_2)] \approx i k g(x_1) \otimes x_1 - x_1^T, g(x_2) \otimes x_2 - x_2^T.$$
where $\overrightarrow{x_1 - x_2} = (x_1 - x_2)/R$ and $\overrightarrow{x_2 - x_1} = (x_2 - x_1)/R$. Then, matrix $C$ can be approximated as

$$C = \begin{bmatrix} c^T(x_1), c^T(x_2) \end{bmatrix}^T \approx ik \begin{bmatrix} s(x_1) \otimes \overrightarrow{x_1 - x_2}, s(x_1) \otimes \overrightarrow{x_2 - x_1} \\ s(x_2) \otimes \overrightarrow{x_1 - x_2}, s(x_2) \otimes \overrightarrow{x_2 - x_1} \end{bmatrix} = ik \operatorname{vec}(S) \otimes \begin{bmatrix} \overrightarrow{x_1 - x_2}, \overrightarrow{x_2 - x_1} \end{bmatrix}.$$

(9)

Substituting (8) and (9) into (3), we have

$$D_{FL} \approx ik \begin{bmatrix} (2\tau_1 g_1 \otimes g_1 + \tau_1 \tau_2 G g_1 \otimes g_2 + \tau_1 \tau_2 G g_2 \otimes g_1) \\ \overrightarrow{x_1 - \alpha} - (\tau_1 \tau_2 G g_1 \otimes g_2 + \tau_1 \tau_2 G g_2 \otimes g_1) \otimes \overrightarrow{x_1 - x_2}, (\tau_1 \tau_2 G g_1 \otimes g_2 + \tau_1 \tau_2 G g_2 \otimes g_1 + 2\tau_2 g_2 \otimes g_1) \otimes \overrightarrow{x_2 - \alpha}, \alpha \otimes \overrightarrow{x_2 - x_1} \end{bmatrix}, \quad \text{(10)}$$

where $G$, $g_1$, and $g_2$ denote $G(x_1, x_2)$, $g(x_1)$ and $g(x_2)$, respectively. In (10), we ignored the higher-order terms of $G$ and used the approximation

$$\det((T^{-1} - S)^{-1}) = \frac{1}{1/\tau_1 \tau_2 - G^2} \approx \tau_1 \tau_2,$$

where $\det(\cdot)$ represents the determinant of a matrix. The approximations hold well when $|G|$ is small, that is, the two scatterers are well separated and the multiple scattering between them is weak. Here, $\lVert \cdot \rVert$ denotes the modulus of a complex number.

The FIM of location parameter $x$ with multiple scattering can be found as

$$I_{FL}(x) \approx \frac{2}{\sigma^2} k^2 \begin{bmatrix} E_{FL,1,1} & E_{FL,1,2} \\ E_{FL,2,1} & E_{FL,2,2} \end{bmatrix}, \quad \text{(11)}$$

where

$$E_{FL,1,1} = (4\tau_1^2 \lVert g_1 \rVert^2)^{1/2} \frac{\lVert \overrightarrow{x_1 - \alpha} \rVert^2}{\lVert \overrightarrow{x_1 - x_2} \rVert} \frac{d}{\lVert \overrightarrow{x_1 - \alpha} \rVert} - d \overrightarrow{x_1 - \alpha},$$

$$E_{FL,1,2} = d \overrightarrow{x_1 - \alpha} - d \overrightarrow{x_2 - \alpha} - d \overrightarrow{x_1 - x_2} \overrightarrow{x_1 - \alpha} + d \overrightarrow{x_1 - x_2} \overrightarrow{x_2 - \alpha},$$

$$E_{FL,2,1} = d \overrightarrow{x_2 - \alpha} - d \overrightarrow{x_1 - \alpha} - d \overrightarrow{x_2 - x_1} \overrightarrow{x_1 - \alpha} + d \overrightarrow{x_2 - x_1} \overrightarrow{x_2 - \alpha},$$

$$E_{FL,2,2} = (4\tau_2^2 \lVert g_2 \rVert^2)^{1/2} \frac{d}{\lVert \overrightarrow{x_2 - \alpha} \rVert} + d \overrightarrow{x_2 - \alpha} - d \overrightarrow{x_2 - x_1} \overrightarrow{x_1 - \alpha} + d \overrightarrow{x_2 - x_1} \overrightarrow{x_2 - \alpha}.$$

It can be verified that (12) and (13) are special cases of (10) and (11), respectively, when $G$ is zero.

The difference between the two FIMs is

$$\Delta I(x) = I_{FL}(x) - I_{B}(x) \approx 2 \frac{\sigma^2}{k^2} d \begin{bmatrix} E_{FL,1,1} & E_{FL,1,2} \\ E_{FL,2,1} & E_{FL,2,2} \end{bmatrix}.$$

(14)

4. NUMERICAL EXAMPLE

In order to evaluate the effect of multiple scattering in localizing two well resolved scatterers in far-field, we consider a two-dimensional (2-D) multistatic setup with a numerical example. The analytical results in Section 3 apply without loss of generality. A uniform linear array is used as the transmit and receive array located between (-5,0) and (5,0) with a spacing of 0.5 between adjacent elements, where the coordinates are in the unit of the wavelength. For computing CRBs, we use the following background Green function:

$$G(r, r') = \frac{i}{4} \sqrt{\frac{2}{\pi}} \frac{e^{ik|r-r'|}}{k|r-r'|} e^{-i\pi/4},$$

(15)

where $r$ and $r'$ are two arbitrary locations. The Green function is a far-field approximation of the zero-order Hankel function of the first kind [19], a solution of the wave equation in the 2-D scenario.

To evaluate the effects of multiple scattering on localizing the two scatterers, we look at $\operatorname{tr} CRB(x)/\operatorname{tr} CRB_{FL}(x)$, the ratio of the traces of the CRBs of the four coordinate parameters based on the Born approximation and the Foldy-Lax model. A ratio larger than one indicates that the sum of lower bounds on the variances of the locations is smaller when multiple scattering exists than that when it does not, i.e., multiple scattering improves the localization of the scatterers. In the numerical example, the two scatterers are located on the line $y = 40$ and are symmetric about the $y$-axis. The ratio was evaluated with the inter-scatterer spacing varying from 10 to 50, and a total of 101 evaluations were carried out. Although the two scatterers are fixed on line $y = 40$, all location parameters are treated as being unknown and CRBs are computed for all location parameters of the two scatterers. When evaluating the CRBs, all approximations and assumptions employed in Section 3 for analytical
comparisons are not used; numerical results are computed in exact forms under the general multistatic configuration.

Simulation results are shown in Figure 2. The upper panel shows the results when $\tau_1 = \tau_2 = 1$. We can see that the precision of localization is generally better with multiple scattering than that without it. The ratio ranges from 0.99 to 1.17 and 99 of the 101 evaluations have a ratio larger than one. The ratio tends to be smaller when the spacing between the scatterers increases. This is because the Fisher information gain (14) due to the multiple scattering is proportional to $|G|^2$, which becomes smaller with increasing inter-scatterer distance. The lower panel displays results for $\tau_1 = 1$, $\tau_2 = 10$. The ratio varies from 3.74 to 11.19 and all of the 101 evaluations demonstrate the enhancement of localization. As in the upper panel, the ratio becomes smaller when the distance between the two scatterers increases.

$$D_{FL} \approx k^2 \left[ (2\tau_1 g_1^H \otimes g_1^H + \tau_1 \tau_2^* G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_2^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H) \otimes x_1 - \alpha \right] \times$$

$$\left[ (2\tau_1 g_1^H \otimes g_1^H + \tau_1 \tau_2 G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H) \otimes x_1 - \alpha \right] \times$$

$$\left[ (2\tau_1 g_1^H \otimes g_1^H + \tau_1 \tau_2 G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H) \otimes x_1 - \alpha \right]$$

$$\approx k^2 \left[ E_{FL,1,1} E_{FL,1,2} E_{FL,2,1} E_{FL,2,2} \right],$$

where

$$E_{FL,1,1} \approx \left( 4\tau_1 |g_1|^2 + 2\tau_1 |g_2|^2 (G^T |g_1|^2 + |g_2|^2) \right) \otimes x_1 - \alpha \otimes x_1 - \alpha$$

$$E_{FL,1,2} \approx \left( 2\tau_1 |g_1|^2 + \tau_1 \tau_2^* G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H \right) \otimes x_1 - \alpha \otimes x_1 - \alpha$$

$$E_{FL,2,1} \approx \left( 2\tau_1 |g_1|^2 + \tau_1 \tau_2 G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H \right) \otimes x_1 - \alpha \otimes x_1 - \alpha$$

$$E_{FL,2,2} \approx \left( 2\tau_1 |g_1|^2 + \tau_1 \tau_2 G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H \right) \otimes x_1 - \alpha \otimes x_1 - \alpha$$

In Figure 2. The scatterer with a scattering coefficient larger than one exists. As a result, the strength of multiple scattering is enhanced. We show in polar coordinates that only ranges of the two scatterers are identifiable. However, if the two scatterers are not located in the same direction, i.e., $x_1 - \alpha \neq x_2 - \alpha$, the FIM (11) will have a rank of four, thanks to the Fisher information gain (14) provided by multiple scattering. This indicates that additional information on directions of arrival can be obtained from the information on ranges via the interaction between the two scatterers. Because of the monostatic approximation (7) we employed in this paper, it represents only part of the multiple scattering effect on the estimation of directions of arrival.

6. CONCLUSIONS

We compared analytically the FIMs for estimating locations of two point scatterers when multiple scattering exists and does not exist. We showed that multiple scattering improves the estimation of directions of arrival when the two scatterers are in far-field and well resolved. When natural multiple scattering is weak, an artificial scatterer can be introduced to enhance the system performance. Whether or not information on directions of arrival can help estimating ranges with the existence of multiple scattering is worthy of further investigation.

7. APPENDIX A: PROOF OF (11)

$$D_{FL} \approx k^2 \left[ (2\tau_1 g_1^H \otimes g_1^H + \tau_1 \tau_2^* G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H) \otimes x_1 - \alpha \right] \times$$

$$\left[ (2\tau_1 g_1^H \otimes g_1^H + \tau_1 \tau_2 G^* g_1^H \otimes g_2^H + \tau_1 \tau_2 G^* g_2^H \otimes g_1^H + \tau_2 \tau_2^* G^* g_2^H \otimes g_2^H) \otimes x_1 - \alpha \right]$$

$$\approx k^2 \left[ E_{FL,1,1} E_{FL,1,2} E_{FL,2,1} E_{FL,2,2} \right],$$

where
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