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ABSTRACT

Visual summarization addresses the task of selecting images from an image collection, so that the sampled images would contain representative information which sufficiently highlights the collected visual data. In this paper, we solve the problem of style-centric visual summarization using photographic landmark images of a city. Different from existing works which typically retrieve landmark images based on salient visual appearances, our proposed method is able to produce different sets of summarized images, while each set corresponds to a particular image style. This is achieved by performing unsupervised clustering on images within and across landmark categories, which discovers the common photographic styles from the input image collection. Our experiments will confirm that, compared to standard clustering algorithms, our approach is able to achieve satisfactory summarization outputs with style consistency.

Index Terms— Visual Summary, Image Understanding, Clustering

1. INTRODUCTION

With the rapid growth of the Internet, a large number of photographic images can be found from online albums (e.g., Flickr\(^1\)), which allows one to collect and summarize the images of any topic of interest. For example, one can collect the images of a celebrity or a series of photos taken at a ceremony. However, when the number of such images is remarkably large, it will be very time consuming for the user to decide which images to collect. Moreover, one would also expect high variations for the summarized outputs due to the diversity of online images.

In this paper, we focus on summarizing the photographic images of a city with particular style preferences. Among image styles, we particularly consider the styles of atmosphere and color as defined in [1], not those associated with optical techniques (e.g., HDR) or composition. Using the photos of different landmarks taken at a particular city, we aim to develop an algorithm for clustering the collected images, with the ability to identify the representative landmark images with style consistency. While our work is very different from existing location-based visual applications [2] (e.g., landmark retrieval [3, 4] or trip planning [5]), our developed approach can be further integrated into the above tasks for improving the user’s quality of experience.

In order to visually summarize a city, we consider the photographic images of its landmarks. With the help of social networks, previous works have been proposed to discover the landmarks by mining from blogs [6] or geo-tagged images and check-in data [7]. With the attractive landmarks determined, Chen et al. [8] proposed a framework for automatically generating tourist maps with landmark icons, while these icons were generated from the representative images. Since a landmark could exhibit different visual appearances due to time and weather changes, Min et al. [9] applied topic models to generate visual summarization of landmarks by considering both viewpoints and scenes, which resulted in more comprehensive summarization results. In addition, Papadopoulos et al. [10] utilized photo clusters to identify the corresponding landmarks and events in a city. And, Rundinac et al. [11] organized the photos of a city with representative and diverse (e.g., hotel, store, and landmark) images. However, to the best of our knowledge, existing visual summarization works does not consider the style preferences during summarization.

As illustrated in Figure 1, instead of performing visual summarization of a city without any style consistency, we aim at producing the summarized outputs with particular pref-
Fig. 2. The proposed framework for style-centric visual summarization.

differences in styles. To achieve this, we need to identify the foreground regions of each landmark image, followed by the discovery of image styles within and across landmark categories. With the common styles across landmark categories determined, the representative landmark image of each style will be selected for final visual summarization.

2. OUR PROPOSED METHOD

We now detail our proposed method for style-centric visual summarization, which performs within and between-landmark clustering to identify common image styles. The flowchart of our proposed method is illustrated in Figure 2.

2.1. Within-Landmark Clustering

When summarizing the photographic city images using their landmark photos, one can expect the collection of multiple images of the same landmark. Thus, before determining the common styles for the city images across landmarks, we need to first identify the images of the same landmark into subgroups, each corresponds to images taken under similar setting (e.g., time, lighting, etc.). Since it is not practical to assume the number of such subgroups to be known in advance, we apply an agglomerative hierarchical clustering to group the similar images. Once this bottom-up clustering process is complete, the dominant groups would be applied for cross-landmark style discovery (as discussed in Section 2.2).

Figure 3 shows an example of within-landmark clustering for the images of Castel Sant Angelo. It can be seen that, different clusters in Figure 3 are associated with images of distinct photographic styles. As noted above, we only consider the dominant clusters (i.e., the clusters with image numbers above a predetermined threshold) for performing cross-landmark style discovery. This also alleviates the undesirable effects of outliers (i.e., images with rare styles) for visual summarization.

2.2. Between-Landmark Clustering

2.2.1. Common style selection

Given images with distinctively dominant photographic styles, our goal is to discover the common styles across the images of different landmarks. However, performing clustering simply over landmark images will not be able to solve this task. This is due to the fact that, if doing so, there is no guarantee that the output cluster would contain all landmark.

To address the above problem, we decompose all the landmark images into foreground (i.e., landmark) and background regions by the saliency detection approach of [12]. Then, we consider the background image regions across all landmark categories for common style selection, as detailed below.

Given $N$ images $(x_1, x_2, \ldots, x_N)$ across $L$ different landmarks, we determine the K-nearest neighbors ($\mathcal{N}_i^K$) for each image $x_i$. We then calculate a $L$-dimensional histogram for $x_i$, in which entry denotes the number of its neighbors belonging to the associated landmark category. Thus, the histogram matrix $\mathbf{H} \in \mathbb{R}^{N \times L}$ can be constructed, in which each element is defined as:

$$h_{ij} = \sum_{x_k \in \mathcal{N}_i^K} I(x_k, j), \text{ where } I(x_k, j) = \begin{cases} 1, & \text{if } x_k \in j \\ 0, & \text{otherwise.} \end{cases}$$

(1)

Here, $I(x_k, j)$ indicates whether photo $x_k$ belongs to landmark $j$. With $\mathbf{H}$, we denote each background image with neighbors from the associated landmark category. To further determine whether such images belong to a common or unique style, we calculate the landmark diversity as follows:

$$\text{div}(x_i) = \sum_{j=1}^{L} I(h_{ij}), \text{ where } I(h_{ij}) = \begin{cases} 1, & \text{if } h_{ij} > T_L \\ 0, & \text{otherwise.} \end{cases}$$

(2)

In (2), the diversity value of image $x_i$ returns the number of landmarks (between 1 and $L$), which observes more than $T_L$ images as the K-nearest neighbors of $x_i$. According to the landmark diversity, we mark an image with a common style label if its landmark diversity value is above a predetermined threshold $T_C$. On the other hand, if its landmark diversity is below $T_C$, this image will be marked as a unique style label (and not considered for later clustering/summarization). In our work, we fix $T_L = 3$ and $T_C = 2$ for all our experiments.
2.2.2. Common style discovery with diversity information

Once the images of common photographic styles are marked, the problem of common style discovery turns into a clustering task. That is, to discover the styles (clusters) that contain all selected landmarks, we apply the images with common style label for clustering.

It is worth noting that, in addition to visual features, we also incorporate the landmark diversity information into our clustering process by normalizing each row in $H$ as an additional feature vector. Then, inspired by [13], we advance a multi-view k-means clustering (MVKMC) algorithm on both visual feature and landmark diversity features to discover the common styles from landmark images.

Let $X(v) \in \mathbb{R}^{d_v \times N}$ denote the $d_v$-dimensional feature in $v$-th view and $M$ types of heterogenous features, MVKMC is performed by solving:

$$\min_{D(v), A, \alpha(v)} \sum_{v=1}^{M} \alpha(v) \|X(v) - D(v)A\|_{2,1}$$

s.t. $A_{kj} \in \{0, 1\}, \sum_{k=1}^{K} A_{kj} = 1, \sum_{v=1}^{M} \alpha(v) = 1,$

where $\alpha(v)$ is the weight factor for the $v$-th view, $D(v) \in \mathbb{R}^{d_v \times K}$ is the centroid matrix for $v$-th view, and $A \in \mathbb{R}^{K \times N}$ is the consensus common cluster indicator matrix. Figure 4 shows example results of our clustering outputs.

2.3. Summarization of Landmark Images

After discovering the common styles (clusters) from the background regions of images across landmarks, the final task is to select a representative landmark image for each style for completing the visual summarization process. For each cluster $C_a$ associated with a common style, we select the representative landmark image based on the following strategy:

$$x_r = \arg \min_{x_r} \sum_{x_i \in j} dist(x_r, x_i), \text{ where } x_r, x_i \in C_a. \quad (4)$$

We note that, for this final stage of visual summarization, we consider each image with foreground regions (i.e., landmark) presented. From (4), we see that image $x_r$ will be selected for representing landmark $j$, if the distance $dist(x_r, x_i)$ between it and other images $x_i$ of the same landmark in the same style cluster is minimum.

Once a particular common style is of interest to the user, our proposed method is able to output representative landmark images of that style, which completes the process of style-centric visual summarization.

3. EXPERIMENT

3.1. Dataset and Settings

We now evaluate the performance of our proposed method. Since we focus on summarizing city photographic images, we consider the popular location-based social network of Foursquare\footnote{http://foursquare.com/} to collect popular landmarks for the city of interest (about 220 images for each landmark). In our experiments, we consider the cities of Paris and Rome. Once the landmarks are determined, we search and collect the corresponding images from both Flickr and Flickr15K [14] as our image data. The selected cities and their landmarks are listed in Table 1. To describe each landmark image, a 1024-dimensional Lab color histogram is considered.

<table>
<thead>
<tr>
<th>City</th>
<th>Landmarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rome</td>
<td>Altare della Patria, Basilica di San Pietro,</td>
</tr>
<tr>
<td></td>
<td>Castel Sant Angelo and Colosseum</td>
</tr>
<tr>
<td>Paris</td>
<td>Arc de Triomphe, Eiffel Tower,</td>
</tr>
<tr>
<td></td>
<td>Notre Dame and Louvre Museum</td>
</tr>
</tbody>
</table>

3.2. Evaluation

To compare the summarization performance of different approaches, we consider different clustering algorithms, including k-means (KM), spectral clustering (SC), and affinity propagation (AP), for discovering common image styles. For all these approaches, once the clustering results are obtained, we apply (4) to visualize the clustering/summarization results.

Since we expect that the summarized landmark images are style-consistent, we define and apply similarity sum (SimSum)...
to evaluate the performance of visual summarization. Given \( L \) landmark images as summarized output, \( \text{SimSum} \) is calculated by summing up the similarity between images:

\[
\text{SimSum} = \sum_{i=1}^{L} \sum_{j=i+1}^{L} \text{sim}(i,j),
\]

where \( \text{sim}(i,j) \) is the cosine similarity of image feature between images \( i \) and \( j \).

Table 2 shows the \( \text{SimSum} \) results of different clustering algorithms, where each row represents the results generated from similar clusters. Due to space limit, we only present selected clusters with higher similarity as those produced by our approach (note that the cluster similarity is calculated by Jaccard coefficient). From Table 2, we see that most results produced by our method were with larger \( \text{SimSum} \) values. It means that, compared to other existing clustering approaches, our proposed method was able to achieve proper visual summarization with style consistency. Figure 5 shows example results of our visual summarization for the cities of Rome and Paris, respectively. From our summarization outputs with different image styles, one can easily pick the set of selected landmark images whose style is most preferable to him/her.

Since we only consider the image styles that contain all the landmark of a city for summarization, we further define the full landmark ratio (FLR) for evaluating the effectiveness of common style discovery:

\[
\text{FLR} = \frac{\# \text{cluster contain all landmark}}{\# \text{cluster}}.
\]

As shown in Table 3, we see that our method was able to better produce full landmark clusters (with a larger FLR ratio). That means, improved visual summarization results can be achieved by our proposed method. From the above experiments, the use of our approach for style-centric summarization can be successfully verified.

### 4. CONCLUSIONS

In this paper, we proposed an unsupervised clustering framework for visual summarization. Given different landmark images of a city, our method performed clustering of images within and between landmark categories, which identified the common image styles from the image collection, while the rare and unique ones were disregarded automatically. With the extracted common image styles, representative images for each landmark would be automatically selected, which completes the process of style-centric visual summarization. In our experiments, we considered landmark images of Rome and Paris. For each city, our method was able to produce summarized image outputs with style consistency, which supports the use of our work for practical visual summarization tasks with style preferences.
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