ABSTRACT
Conventional supervised topic model for multi-class classification is inferred via the variational inference algorithm where the model parameters are estimated by maximizing the lower bound of the logarithm of marginal likelihood function over input documents and labels. The classification accuracy is constrained by the variational lower bound. In this study, we aim to improve the classification accuracy by relaxing this constraint through directly maximizing the negative cross entropy error function via a deep unfolding inference (DUI). The inference procedure for class posterior is treated as the layer-wise learning in a deep neural network. The classification accuracy in DUI is accordingly increased by using the estimated topic parameters according to the exponentiated updates. Deep learning of supervised topic model is achieved through an error back-propagation algorithm. Experimental results show the superiority of DUI to variational Bayes inference in supervised topic model.

Index Terms— Deep unfolding, variational inference, supervised topic model

1. INTRODUCTION
Probabilistic topic model has been successfully developed for document categorization [1], image annotation [2], text segmentation [3], speech recognition [4, 5], document summarization [6], information retrieval [7], speech separation [8] and many other applications. Using topic model, the latent semantic topics are learned from a bag of words to capture the salient aspects embedded in data collection. The topic proportions is further used as the feature for classification [1]. To improve the classification accuracy, several methods [9, 10, 11, 12] have been studied to develop the supervised topic models to jointly capture the relationship of the documents and class labels.

Traditionally, the those topic models were inferred by the variational Bayes or the Gibbs sampling which are seen as the approximate inference procedures with different degrees of smoothing. It is because that the exact inference does not exist due to the coupling of multiple latent variables including topic assignments and topic proportions. Instead of direct maximization of marginal likelihood, the variational inference is developed by indirectly maximizing the lower bound of marginal likelihood through the variational expectation-maximization (EM) algorithm [13, 14].

However, the end performance is constrained by this lower bound. In general, the approximate inference may lead to errors at both estimation and prediction phases due to two reasons [15]. First, the expression of an underlying model may be deteriorated. Second, the approximation with parameter change may mislead the standard learning algorithm. In [16], the minimization of empirical risk was used instead of maximization of the approximate likelihood of training data. In [17], the errors due to inconsistent parameter estimator were shown to be partially compensated by using an approximate prediction method. In [18, 19, 20, 12], the discriminative training was demonstrated to outperform standard generative training in prediction tasks.

Recently, deep neural networks (DNNs) have been recognized as one of the most successful machine learning approaches to speech-related applications. This study aims to incorporate the power of DNN architecture into the inference of topic model and maximize the negative cross entropy error function directly. A deep unfolding inference is then developed accordingly. We derive the updating rules for parameter estimation which are implemented in a style of error back-propagation [16] similar to that in DNNs. The DNN-inferred topic model is then established. In the experiments, the classification performance is increased by using this deep unfolding inference compared to that using standard variational inference.

2. SUPERVISED TOPIC MODEL
This study investigates the DNN-inferred supervised topic model based on the supervised latent Dirichlet allocation (sLDA) [21] for multi-class classification (sLDAc) [10]. We first survey the model construction and inference based on sLDAc with graphical representation in Figure 1.

2.1. Model construction
sLDAc [10] is the extension of sLDA [21] which characterizes both documents and their labels. Given a set of Documents \( w = \{ w_d \} = \{ w_{dn} \} \), the topic \( z_{dn} = k \) of a
word \( w_{dn} = v \) is drawn by a multinomial distribution over \( V \) vocabulary words with parameters \( \beta = \{\beta_k\} = \{\beta_{kv}\} \). sLDAc introduces a Dirichlet prior with hyper-parameters \( \alpha \) for document-dependent topic \( \theta_d = \{\theta_{dk}\} \sim \text{Dir}(\alpha) \) over \( K \) topics with hyper-parameters \( \alpha = \{\alpha_k\} \) where \( \alpha_k > 0 \). Each document is treated as a “random mixture” over different topics. Each word \( w_{dn} \) and its topic assignment \( z_{dn} \) in a document \( d \) are multinomial variables expressed by \( w_{dn} = v \sim \text{Mult}(\beta_{z_{dn}}) \) and \( z_{dn} = k \sim \text{Mult}(\theta_d) \), respectively. Accordingly, the latent variables in sLDAc consist of topic proportions \( \theta = \{\theta_{dk}\} \) and topic assignments \( z = \{z_{dn}\} \). The class label outputs \( y = \{y_d\} \) with \( y_d = m \sim \text{softmax}(\eta^\top \tilde{z}_d) \) have the distributions

\[
p(y_d = m \mid z_d, \eta) = \frac{\exp(\eta^\top \tilde{z}_d)}{\sum_{m=1}^{M} \exp(\eta^\top \tilde{z}_d)} \tag{1}
\]

where \( \tilde{z}_d = \{\tilde{z}_{dk}\} \) denotes the empirical topic frequency, which satisfies \( \tilde{z}_{dk} = (1/N_d) \sum_{n=1}^{N_d} \delta(z_{dn}, k) \), \( \eta = \{\eta_{mk}\} \) denotes the class label coefficients, and \( M \) is the number of class labels.

The model parameters \( \{\alpha, \beta, \eta\} \) are estimated by maximizing the marginal likelihood of \( \{w, y\} \)

\[
p(w, y \mid \alpha, \beta, \eta) = \prod_{d=1}^{D} p(y_d \mid z_d, \eta) \int p(\theta_d \mid \alpha) \times \prod_{n=1}^{N_d} \sum_{k=1}^{K} p(z_{dn} = k \mid \theta_d)p(w_{dn} \mid z_{dn} = k, \beta) \, d\theta_d \tag{2}
\]

where \( N_d \) denotes the number of words in document \( d \). However, the exact solution to model inference based on Eq. (2) does not exist due to the coupling of multiple latent variables \( \theta \) and \( z \) in posterior distribution \( p(\theta, z \mid w, y, \alpha, \beta, \eta) \).

### 2.2. Variational Bayes inference

Variational Bayes (VB) is implemented to resolve the intractable posterior distribution \( p(\theta, z \mid w, y, \alpha, \beta, \eta) \) [10] by using a factorizable variational distribution

\[
q(\theta, z \mid y, \theta) = \prod_{d=1}^{D} q(\theta_d \mid y_d) \prod_{n=1}^{N_d} q(z_{dn} = k \mid \phi_{dnk}) \tag{3}
\]

through maximizing a lower bound of the logarithm of marginal likelihood \( \mathcal{L}(y, \phi; \alpha, \beta, \eta) \) where \( \gamma \) and \( \phi \) denote the variational Dirichlet and multinomial parameters, respectively. We have the relation

\[
\ln p(w, y \mid \alpha, \beta, \eta) = \mathcal{L}(y, \phi; \alpha, \beta, \eta) + \text{KL}(q(\theta, z \mid \gamma, \phi) \| p(\theta, z \mid w, y, \alpha, \beta, \eta)) \tag{4}
\]

Therefore, maximizing lower bound \( \mathcal{L} \) with respect to \( \{\gamma, \phi\} \) is equivalent to estimating the new variational distribution \( q \) which is closest to the true posterior \( p \) with the smallest Kullback-Leibler divergence \( \text{KL}(\cdot \| \cdot) \). The variational EM is solved by [10]. When the label is unknown, lower bound \( \mathcal{L} \) with variational parameters \( \{\gamma, \phi\} \) degenerates into the expectation step of LDA. The class label output is estimated by

\[
\hat{y}_d = \mathbb{E}_q[y_d = m \mid \phi_d, w_d, \alpha, \beta, \eta] = \frac{\eta^\top \bar{\phi}_d}{\sum_{j=1}^{N_d} \eta_j \bar{\phi}_d} \tag{5}
\]

where \( \bar{\phi}_d = (1/N_d) \sum_{n=1}^{N_d} \phi_{dn} \) denotes the variational empirical topic frequency. We summarize the label prediction rule for sLDAc in Algorithm 1.

#### Algorithm 1 Prediction rule for supervised topic model

```plaintext
repeat
  \( \gamma_{dk} = \alpha_k + \sum_{n} N_{dnv} \phi_{dkn} \)
  \( \phi_{dkv} \propto \exp \{ \mathbb{E}[\ln \beta_{kv}] + \mathbb{E}[\ln \theta_{dk}] \} \)
until \( \gamma_{dk} \) and \( \phi_{dkv} \) converged
return \( \hat{y}_d = \text{softmax}(\eta^\top \bar{\phi}_d) \)
```

### 3. DEEP UNFOLDING INFERENCE

We first address a general solution to deep unfolding inference (DUI) and then present how this new algorithm is realized to develop a deep inference for sLDAc.

#### 3.1. General framework

Consider a topic model with parameters \( \Theta \). For each instance \( n \), this model specifies an interesting output \( y_n \) for an observation \( x_n \). In the inference procedure, we first estimate the data dependent parameters \( \Psi_n \) that maximize the objective function \( \mathcal{F} \) with respect to \( \Theta \). Once the optimal parameters \( \Psi_n \) are estimated, we compute the interesting output \( \hat{y}_n \) through an estimator \( G_\Theta \) as expressed by [20]

\[
\hat{y}_n(\Theta) = \text{arg max}_{\Psi_n} \mathcal{F}(x_n, \Psi_n) \tag{6}
\]

Typically, the optimal parameters \( \Psi_n \) are obtained by running an iterative updating algorithm

\[
\Psi^{(l)} = f_\Theta(x_n, \Psi^{(l-1)}) \tag{7}
\]
To maximize $\mathcal{E}$ directly, we resort to DUI method. The model parameters $\Theta$ consist of $A = \{\alpha^{(l)}\}, B = \{\beta^{(l)}\}$ and $\eta$ while the variational parameters $\Psi$ are composed of $\{y^{(l)}, \phi^{(l)}\}$ with $L$ layers. $\mathcal{F} \triangleq \mathcal{L}$ and $\mathcal{J} \triangleq \mathcal{E}$. These parameters are estimated through unfolding the maximum step in Eq. (10) via

$$\{A, B, \hat{\eta}\} = \arg \max \underset{\{A, B, \eta\}}{\mathcal{E}(y^*, \text{softmax}(\eta^T \phi(L-1))))}$$

with $L$ layers

$$\phi_d^{(l)}(\beta_d^{(l)}, \gamma_d^{(l)}(\alpha^l, \phi_d^{(l-1)}(\ldots, \gamma_d^{(1)}(\alpha^1, \phi_d^{(0)})))) \ldots$$

where $\phi_d^{(0)} = 1/K$. The nested structure is illustrated as shown in Figure 2, which can be realized by a procedure similar to Algorithm 1.

### 3.3. Error back-propagation procedure

The error back-propagation can be expressed in forward and backward pass. In forward pass, we calculate the variational parameters $\Psi^{(l)}$ for different layers $l$ based on the model parameters $\Theta^{(l)}$ estimated in previous learning epochs. In backward pass, the model parameters are updated layer by layer by directly maximizing the negative cross entropy error function in Eq. (13) through a back-propagation algorithm. Similar to the error back-propagation in standard DNN training.

To deal with back-propagation of variational parameters, we define a set of auxiliary variables $\{(a^{(l)}\right\}$ and re-express the forward pass as

$$\phi_d^{(l)} = \exp(a_d^{(l)}) / \sum_j \exp(a_d^{(j)})$$

where $l = L - 1, \ldots, 1$ and

$$\phi_d^{(L)} = \ln \gamma_d^{(L)} - \ln \sum_j \gamma_d^{(j)}$$

$$\phi_d^{(l)} = \ln \beta_d^{(l)} + \psi(\gamma_d^{(l)})$$

The class label output is then estimated by

$$\tilde{\gamma}_{dk} = 1/N_d \sum_{n} N_{dt} \phi_{dk}$$

$$\hat{y}_d = \exp(a_{dm}) / \sum_i \exp(a_{d_i}^{(L)})$$

Next, the backward pass can be derived by applying chain rule and find the layer-wise differentiation of negative cross entropy. We summarize the procedure of back-propagation and updating rule in Algorithm 2, where $\psi'(\cdot)$ denotes the trigamma function. Since model parameters $\{A, B\}$ are non-negative, we adopt the exponentiated gradient method [22] to solve the constrained optimization problem subject to the non-negativity constraints. As a result, we implement the DNN-styled inference for topic model which is seen as an incorporation of the deterministic DNN into the inference of model-based method [20]. The powers of deep learning using DNN and stochastic learning using model-based method are assured in the proposed DUI.
Algorithm 2 Error back-propagation for DUI

/Back-propagation/
for all document d do
\[ \frac{\partial E}{\partial a_{km}} = \hat{y}_{dm} - y^*_{dm} \]
\[ \frac{\partial E}{\partial \phi_{dk}} = \sum_m \frac{\partial E}{\partial a_{km}} \phi_{dk} \]
\[ \frac{\partial E}{\partial \phi_{dk}} = \frac{N_{dk}}{N_e} \left( \frac{\partial E}{\partial \phi_{dk}} - \frac{N_{dk}}{N_e} \sum_j \phi_{dvj} \frac{\partial E}{\partial \phi_{dvj}} \right) \]
for \( l = L - 1 \) to 1 do
\[ \frac{\partial E}{\partial \phi_{dvk}} = \phi_{dvk}^{(l)} ( \frac{\partial E}{\partial \phi_{dvk}} ) - \phi_{dvk}^{(l)} \sum_j \phi_{dvj}^{(l)} \frac{\partial E}{\partial \phi_{dvj}} \]
\[ \frac{\partial E}{\partial \phi_{dvk}} = \frac{N_{dv}}{N_e} \phi_{dvk}^{(l)} ( \gamma_{dk}^{(l)} ) \]
end for
end for

/Updating rule/
Update \( \eta \) with \( \frac{\partial E}{\partial \eta_{km}} \)
for \( l = 1 \) to \( L \) do
Update \( \beta^{(l)} \) with \( \frac{\partial E}{\partial \beta^{(l)}} = \sum_{j} \frac{\partial E}{\partial \phi_{dvj}} \beta^{(l)}_{vk} \)
Update \( \alpha^{(l)} \) with \( \frac{\partial E}{\partial \alpha^{(l)}} = \sum_{dv} \frac{\partial E}{\partial \phi_{dvk}} \alpha^{(l)}_{vk} \)
end for

4. EXPERIMENTS

This section investigates the proposed DUI on document classification and compares the result with VB.

4.1. Experimental setup

For document classification, we evaluated the proposed method by using 20 newsgroups data set. It contains approximately 20,000 newsgroup documents, partitioned across 20 different newsgroups. In this task, we removed a list of English stop words provided by SMART information retrieval system, and the words that document frequencies were less than 5. Stemming was processed to reduce the inflected words into their word stem. Finally, we kept 5000 most frequent words in dictionary for document modeling. The original training set was randomly divided into a smaller training set and test set with 9000 documents and 6000 documents, respectively.

4.2. Experimental result

We investigated how the number of unfolded layers affects the accuracy of classification. We train a DUI model with \( K = 60, \alpha = 0.1, \) and vary \( L = \{ 2, 3, 4, 5 \} \). Mini-batch size is set to 1500. The model parameters \( A \) and \( B \) are random initialized and tied for all layers. \( \eta \) is initialized with a block diagonal matrix and trained with stochastic gradient descent
\[
\eta = \{ \eta_{mk} \} = \begin{bmatrix} 1 & \cdots & 1 \end{bmatrix}
\] (21)

where \( 1 = (1, \ldots, 1) \) in \( M/K \) dimensions, non-diagonal blocks are set to zero. Learning rate is scheduled as
\[
\frac{\exp (\text{no. of epochs} - 1)}{200}.
\] (22)

Figure 3(a) shows the classification accuracy versus the number of layers using DUI. The result shows that DUI can achieve better classification accuracy around 80.7\%, outperforming the result of VB, 70.4\%. This implies that DUI can improve the accuracy significantly by this DNN training style. Figure 3(b) shows the convergence of classification accuracy. The deeper the DUI network, the better the accuracy and the convergence rate we can achieve.

Fig 3: Evaluation of classification accuracy using DUI

5. CONCLUSIONS

We proposed the DUI for sLDAc by unfolding the prediction rule to obtain a deep model. We derived the error back-propagation algorithm for learning parameters via DUI. Such learning algorithm is able to seek a deep model to improve classification performance. Experiments showed that maximizing the negative cross entropy error function instead of lower bound of marginal likelihood can outperform the conventional VB in terms of classification accuracy for test documents. Such DUI could be extended to the other models.
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