CHUTE BASED AUTOMATED FISH LENGTH MEASUREMENT AND WATER DROP DETECTION
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ABSTRACT

Image processing and analysis techniques have drawn increasing attention since they enable a non-extractive and non-lethal approach to fisheries survey, such as fish size measurement, abundance prediction, catch estimation and compliance, species recognition and population counting. In this work, we present an innovative and effective method for measuring the chute-based fish length based on the morphological midline of the fish. The midline is generated through recursive morphological operations on the segmented fish mask. To conduct reliable measurement, even under harsh environment, we also propose a systematic method for detecting water drop on camera lens. The robust detection, which can be performed either in real-time or in offline processing, is based on a blur measure derived from the gradient of the image and the contour of fish.

Index Terms— Morphological midline, fish length, blur measure, water drop detection

1. INTRODUCTION

Recently, the potential of using automatic image processing system in fishery draws attention from both industry and aquaculture science [1-3]. Counting and isolation of fish after captured are normally carried out directly on fishing vessels. The conventional laborious manual process increases the required labor and limits the efficiency of fisheries for either commercial or research purposes. An automated chute-based fish monitoring system can systematically perform fish body segmentation and length measurement. Therefore, a successful development of these algorithms will be beneficial to significantly speed up this indispensable process on fishing vessels. Compared to traditional manual sorting and measuring, the automatic image processing system is faster, less error-prone and more scalable. While there are many advantages to use automatic image processing system in fishery or aquaculture, challenges from the inspected subjects and operation environment remain [1]. For example, the live fish, when passing through the chute, may move and deform freely, making it difficult to segment them or to measure their lengths. The environment may have dynamic lighting changes with restricted visibility, or moreover, the cameras may be occasionally splashed by water, etc. In this work, the fish images are automatically captured from chute on board by a static camera as shown in Fig. 1. The images are only taken when fish is sliding through the chute and trigger the infrared sensor attached on the chute. With a set of background images of the chute without fish, we can build a Gaussian mixture model (GMM) for each image pixel [4], so that the fish foreground can be segmented based on background subtraction. However, because the fish slide freely on the chute surface, the fish body might not be straight, making it difficult to estimate the fish length. Furthermore, sometimes water is accidentally sprayed on the camera lens by fish or fishermen, resulting in blurs on fish images, and causing problems in subsequent segmentation, length measurement, and further applications, such as species recognition. Therefore, we propose two algorithms to deal with the above problems. One is the midline point algorithm for measuring the curved fish body. The other is the water drop detection algorithm for water drop detection. The midline is generated through recursive morphological operation on the fish mask. While the algorithm is similar to the skeletonization algorithms which are based on digital morphological erosion or distance transform [5-7], it improves the measurement performance by guaranteeing to robustly generate a list of midline points and two endpoints (head and tail) to effectively represent the fish body morphology. On the other hand, our proposed water drop detection algorithm is inspired by [8] for water drop detection. A blur measure is derived from the gradient of the image and the contour of the segmented fish. We assume that in the areas affected by water drops, the fish contour is relatively blurry and the image gradients are smaller than those of unaffected areas.

The rest of the paper is organized as follows: Section 2 discusses how this paper relates to prior works. Section 3 describes how we apply the midline point algorithm to

Fig. 1. Chute with a static camera, a) interior view with checkboard for calibration, b) installation with cover on board.
measure the fish length. Section 4 introduces the blur measure and its application to water drop detection. Section 5 shows the experiment results and discussions, followed by the conclusion in Section 6.

2. RELATED WORKS

One of the challenges in length measurement of fish by computer vision is that the fish body may be not straight. Strachan [9] purposed a method by connecting the midpoints of the vertical lines perpendicular to the orientation of the fish to measure the fish length. White et al. [10] further improve the flexibility of this method by using a moment-invariant method to determine the orientation of the fish. Both of their methods generate a line along the orientations of fish body and tail, and well describes the length of deformed fish. However, when the fish body is greatly curved, the midpoints of the vertical lines could fall on one side of the fish body due to the changing of the width of fish along its orientation.

For the water drops or blur detection problems, there have been some works done, but none of them are suitable for our application settings. Alippi et al. [8] propose a method detecting external disturbances on camera lens by comparing the blur measures of a series of frames which contain the same scene acquired from a static camera, but it is not suitable when the texture and size of the subject keep changing in consecutive images. Kanchev et al. [11] propose an algorithm for detecting blurred regions in images by using wavelet-based histograms and SVM, but since the patches for generating histogram are selected from the whole image, it is more suitable for the images in which edges and features are roughly evenly distributed.

3. MORPHOLOGICAL MIDLINE

The general idea of morphological midline is by connecting the midline points whose distances to both sides of the segmented object (fish) contour are the same. To generate the midline points, we assign left- and right-endpoints on the object contour, and recursively apply morphological erosion on the object mask by a circle structuring element. Then, at each recursion, we effectively find the candidates of midline points on the contours of eroded object mask (discussed in the following subsection).

We define the set of sub-contours of an object contour $C$ as $\mathcal{S}(C) = \{G_i | i = 1, 2, \ldots, n\}$, which consists of several contours of the object mask enclosed by $C$ after a morphological erosion. If $C$ has no sub-contour, we have an empty set $\mathcal{S}(C) = \emptyset$. To facilitate the description of the morphological midline point algorithm, we denote the Euclidian distance between two points, $P_1$ and $P_2$, as $d(P_1, P_2)$. We also define the distance between a point $P$ and the contour $C$ as $d(P, C) = d(C, P) = \min_{P \in C} d(P, P_i)$.

3.1. Locating Head and Tail Endpoints

To use the midline point algorithm to generate the midline of the fish, we have to first assign the left- and right-endpoints as the head and tail endpoints. Assume we already have the fish segmented as foreground object, we perform principle component analysis (PCA) on the fish contour points to find the orientation of the fish. Then we can choose the head endpoint as the point whose component along the orientation of the fish is the largest. To choose the tail endpoint, however, especially for the fish with forked tails, we have to choose the middle of the notch between the lobes of the tail fin. In order to find the best choice, we use a scoring function so that the points closer to the center of the fish body and farther from the tips of the tail fin get higher scores, and the point at the tail having the highest score is chosen as the tail endpoint.

3.2. Midline Point Algorithm

The pseudo code for our proposed midline point algorithm is given in Algorithm 1. The input is a segmented object contour $C$, and left- and right-endpoints $L$ and $R$, which are assumed to be available. The output $M = M(C, L, R)$ is the list of midline points from left-endpoint to right-endpoint. Steps 5 and 6 find the new midline points $L_R$ and $R_L$ as the closest points on sub-contours to the previous midline points, with the initial midline points being the left- and right-endpoints (i.e., either head or tail) of the segmented object contour (see Fig. 2). Because the structuring element is a circle, the distances from $L_R$ and $R_L$ to either side of the contour should be very close, satisfying the criteria of midline points. Step 8 recursively finds the midline points of the sub-contour by assigning $L_i$ and $R_i$ as endpoints if they are on the same sub-contour. If $L_i$ and $R_i$ are on different sub-contours due to multiple generated sub-contours in one erosion (see Fig. 3), Steps 10 and 11 recursively find the midline points of these two sub-contours separately, under the constraint that two additional endpoints $L_0$ and $R_0$ (one from each sub-contour) are closest to each other, so that these two sub-contours can be connected with the shortest distance. The midline point search will now be split into two separate tasks and continue from there.
Fig. 4. The midline points are recursively identified, and finally connected to form the midline.

**Algorithm 1:** Finding midline points by recursive morphological operation

**Input:** Contour C, and endpoints L and R

**Output:** List of midline points $M = M(C, L, R)$

1. Initialize $M$ as empty list, $M ← M + L$
2. if $S(C) = ϕ$ then
3. $M ← M + R$, return $M$
4. end if
5. select left sub-contour $C_L ← \arg \min_{C_i \in S(C)} d(L, C_i)$
   and right sub-contour $C_R ← \arg \min_{C_i \in S(C)} d(C_i, R)$
6. select midline point $L_L = \arg \min_{P \in C_L} d(L, P)$
   and right midline point $R_R = \arg \min_{P \in C_R} d(P, R)$
7. if $C_L = C_R$ then
8. $M ← M + M(C_L, L, R_R)$
9. else
10. select midline points
   $(L_R, R_L) = \arg \min_{(P_1, P_2), P_1 \in C_L, P_2 \in C_R} d(P_1, P_2)$
12. end if
13. $M ← M + R$, return $M$

Finally, to generate the midline from the list of midline points, we can either connect the midline points by piecewise straight lines or by splines (see Fig. 4). In practice, we apply a Gaussian blur followed by a thresholding on the fish mask to approximate the morphological erosion to reduce both the computation time and the effect of noise on contour. If the standard deviation of the Gaussian blur is $1/n$ of the widest width of a fish contour, the number of midline points of the fish is about $n$. To be more specific, the smaller the standard deviation, the more precise but also more noise-sensitive the midline points.

### 4. BLUR MEASURE AND WATER DROP DETECTION

To detect water drops on camera lens, we can use the blurriness information of the images. However, because most of the areas in the fish images captured from the chute are textureless, we cannot compare the blurriness with arbitrary regions in the image. Moreover, since the fish in each image could be different in texture and size, we cannot compare the blurriness among consecutive images either.

The general idea of our water drop detection is based on the assumption that the edges on the fish contour becomes relatively blurry in the area affected by water drop than in the unaffacted area. With the fish segmentation result based on GMM-modeled background subtraction as described in Section 1, we can thus measure the blurriness/sharpness of edge on the fish contour.

#### 4.1. Sharpness on Contour

We define the sharpness of a contour point $x$ in image $z$ as:

$$m(x) = \frac{\|\nabla z(x)\|_2}{\|z(x)\|_2},$$

where the operator $\|\|_2$ is the $\ell^2$-2 norm. In practice, we first find the sharpness $m_R(x)$, $m_C(x)$ and $m_B(x)$ for each R-G-B channel respectively, and then calculate the total sharpness as $m(x) = m_{RGB}(x) = (m_R^2(x) + m_C^2(x) + m_B^2(x))^{0.5}$.

#### 4.2. Blur Measure

The idea of blur measure for water drop detection is that if a contiguous area lacks of sharp points, we assume the blurriness is caused by water drop. First, we use Otsu’s threshold to separate all the detected contour points based on their sharpness into two groups: $S$ (sharp points) and $B$ (blurry points). Then we can define the density of sharp points in a contiguous window $h \subset C$ of the contour as:

$$p_h(S) = \frac{|h \cap S|}{|h|}.$$

If the density is much smaller than the average density on the contour, i.e., if $p_h(S) \ll p_C(S)$, we assume there is a potential water drop around $h$. Finally, we define the blur measure of a contour $C$ as:

$$\text{blur}(C) = \frac{p_C(S)}{\min_{|h|=N} p_h(S)},$$

where $N$ is a fixed window size. If $\text{blur}(C)$ is larger than a threshold (we use 1000 in the experiments) or if $\min_{|h|=N} p_h(S) = 0$, we conclude that there is a water drop.

After the water drops are detected, we can either manually remove the water drops if the process is in real-time; or we can use the unaffected image areas to extract useful features for species classification or recover the shape of the fish at the affected area using the results of classification. These are beyond the scope of this paper and left for future works.

### 5. EXPERIMENT RESULTS

The proposed methods are evaluated by a set of images captured from chute on vessel. The resolution is $1920 \times 1080$ pixels. Because the camera is not shooting perpendicular to the chute surface, we first de-skew the fish based on a calibration image where chessboard is placed on the chute surface, and then do segmentation. The segmentation result (see Fig. 5) is refined using a histogram backprojection procedure [12] and further processed for the fish length measurement and water drop detection.

#### 5.1. Fish Length Measurement
We apply the midline point algorithm to generate the midline of fish. The standard deviation of the Gaussian blur used in the recursive morphological operation is 1/10 of the widest width of the fish contour, resulting in roughly 10 midline points per fish contour. The sample results are shown in Fig. 6. For the straight fish, the midline simply follows the orientation of the fish body. While for the fish whose body and tail have different orientation, the midline is also consistent with the center of the body and tail. It can be seen that even when the fish is greatly curved, the midline is still close to the center of the fish. For the fish having forked tail, the endpoint of the midline is also correct. The experiment is based on 3571 fish samples consisting of 11 species, and a 1.49% of mean of absolute error is achieved. Compared to other methods, such as bounding box or [10], our method performs the best in average (see Table I).

5.2. Water Drop Detection

We use the Scharr operator [13] to get the gradient of images. For the blur measure of the contour, we use window size $N = 0.2 \times |C|$ and set the threshold for blur($C$) as 1000. The sample results are shown in Fig. 7. For the images with water drop, we can see that there are very few sharp points in the affected area; and for the unaffected image, the sharp points are evenly distributed on the contour. The results of a dataset consisting of 339 fish images are shown in Table II. The water drop detection algorithm achieves a true positive (TP) rate of 80% and false positive (FP) rate of 17%.

6. CONCLUSION

Two novel algorithms aimed to solve on-board fishery problems, i.e., estimating the curved fish length and detecting water drops on camera lens under harsh environment, are proposed. Through recursive morphological operation, the midline point algorithm generates a list of midline points whose distance to both sides of fish body are similar. Experimental results show that we can achieve very reliable midline estimation of fish length measurement with 1.49% of mean of absolute error.

In addition, by defining the blur measure of the fish contour, our water drop detection algorithm can detect the blurred area of the image where the fish contour is affected. Experiment results show that our water drop detection algorithm can achieve a true positive rate of 80% and a false positive rate of 17%.
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