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ABSTRACT

A signal based algorithm resulting in increased depth resolution is presented for medical ultrasound. It relies on multiple foci beamforming that is enabled by current ultrasound imaging systems. The concept stems from optical microscopy and is translated here into ultrasound using the Field II simulation software. A 7 MHz linear transducer is used to scan a single point scatterer phantom that can move in the axial direction. Individual beamformer outputs from 3 different foci are post-processed using the highly-dependent on focusing errors, metric of sharpness to estimate the position of the point scatter. A 37.8 µm uncertainty in depth estimation is achieved, which attains an almost 3-fold improvement compared to conventional ultrasound imaging axial resolution. Future work on the development of this algorithm requires experimental validation in tissue-like materials that provide strong aberrations.

Index Terms— ultrasound imaging, beamforming, multiple focusing, depth-resolution, normalized sharpness

1. INTRODUCTION

A number of sensing fields, such as astronomy and radar, have successfully deployed arrays to resolve point targets with resolution beyond the diffraction limit [1]. On the other hand medical ultrasound has dealt with imaging the structure of human anatomy and has only achieved resolution within the limitations of the beam diffraction. Higher resolution, here, is achieved by increasing frequency at the expense of sacrificing penetration depth [2, 3]. However, super-resolution methods in fields such as optical microscopy [4] should be possible to translate into ultrasound imaging as the basic physics principles are similar. Indeed, new work shows that the localization of microbubble scatter [5] resulted in high resolution images of vascular structure [6, 7].

Optical methods [8] based on the understanding of the Point Spread Function (PSF) have managed to achieve down to λ/10 lateral resolution. Past work [9] has used the image sharpness metric to extend the resolution gains to the depth dimension. Image sharpness is defined as the integrated square intensity over the emitter, and was mainly used in astronomy for correction of distorted images [10]. This measure has been adopted in biological microscopy for the high precision depth detection of fluorescent particles [11, 12]. The method combines multiplane microscopy [13], a maximum likelihood algorithm, and sharpness to provide an average of approximately 14 nm depth resolution when applied to images of unresolved targets (λ=532 nm). In this work, the technique is introduced in ultrasonics, where the multiplane imaging has been replaced by signal processing, and is validated with Field II [14, 15] simulated ultrasound data.

2. METHODS

2.1. Sensor Signal Processing

Transmission of ultrasound is performed through focused beams. From each transmission one line is formed by beamforming the received sensor signals, and combining lines from multiple transmissions will then form the image. The standard way to process the received responses is the Delay-And-Sum (DAS) beamformer [16]. The signals are time-delayed, weighted, and finally summed to form the maximized output, $B(t)$, that for $M$ emissions is given by:

$$B(t) = \sum_{m=0}^{M-1} w_m(t)x_m(t - \tau_m) = w(t)^HX(t), \quad (1)$$

where $t$ is the time, $w(t) = [w_0(t), w_1(t), ..., w_{M-1}(t)]^H$ is the vector of the elements weighting (apodization), $X(t) = [x_0(t - \tau_0), x_1(t - \tau_1), ..., x_{M-1}(t - \tau_{M-1})]^H$ is the array of the sensor signals, and $\tau_m$ is the time delay applied to the $m$th element, calculated by its distance from the focal depth. Eq. (1) can be applied individually for more than one $\tau_M$, thus fixed receive focus. This will result in different beamformer outputs and different images of the same object.
Here the object is a point scatterer that changes depth position between acquisitions, and for each position the algorithm uses similar processing as described in [11, 12]. Hence, three foci are employed in receive and three sharpness values are calculated for a particular depth. The sharpness metric in optics is usually extracted by pixel intensities of an image and there is no unique way to assess its value [17]. It is a measure of image quality, dominated by defocus. It becomes maximum for in-focus images and declines rapidly and symmetrically as defocus increases [10]. A normalized version of sharpness has been adopted for ultrasound data and is defined by:

\[ S = \sum_{q=1}^{Q} A_q^2 / (\sum_{q=1}^{Q} A_q^2)^2, \]  

(2)

where \( S \) is the normalized sharpness, \( Q \) is the number of samples including one point target, and \( A_q \) is the amplitude value of the \( q^{th} \) sample. For the calculation, the signals from the beamformer outputs [18] have been preferred instead of images [11], to avoid further processing involved until the image formation stage is reached. The pixel intensity is generally proportional to the square of the signal amplitudes, thus the 4th order term in eq. (2). In the presence of multiple scatterers in an image, the sharpness calculation remains unaffected on condition that the number of samples \( Q \) is reduced to always enclosing a single PSF.

2.2. Statistical Post-processing

Consecutive sharpness values plotted over scatterer position will form a sharpness curve (S-curve). For each of the three foci used in receive, a separate S-curve can be created, which results in three curves. The algorithm aims to estimate a unique point scatterer position based on its triple characterization by three distinct sharpness values. The accuracy of the method is determined by repeating the whole process several times with the objective to estimate a probability density function (PDF), \( P(S_j|z) \). This is the probability of the normalized sharpness value, \( S_j \), calculated from the beamformed data of a point scatterer located at depth \( z \), where \( j \) denotes the specific receive focus. The sharpness calculations for each receive focus, are independent from each other and with \( z \) known, the probability for \( N \) sharpness measurements for all receive foci when a point scatterer is located at \( z \) can be written as:

\[ L(S_1, S_2, ..., S_N|z) = \prod_{j=1}^{N} P(S_j|z), \]  

(3)

where \( L \) is the likelihood for the total sharpness measurements \( S_1, S_2, ..., S_N \) and \( N \) is the number of the different selected receive foci. The maximum likelihood estimator (MLE) of the particle depth, \( z \), is the value of \( z \) for which \( L \) is maximized providing as input an actual measured dataset \( S_1, S_2, ..., S_N \) and the calibration PDFs, \( P(S_j|z) \). The mean and the standard deviation of the measured sharpness data are extracted and a Lorentzian fit is applied to both the mean S-curve and its associated deviation [11]. The fitted data are then interpolated to construct more data points that will increase the method’s accuracy. For the PDF a Gamma distribution has been chosen as it fits best the shape of the S-curves and is given by:

\[ P(S_j|z) = \frac{e^{\beta\bar{S}^2_j(z)/\alpha}}{\Gamma(\alpha)} \left( \frac{\beta}{\alpha} \right)^{\alpha-1}(z)^{-\alpha} \]  

(4)

where \( \alpha = \bar{S}^2_j(z)/\bar{s}^2_j(z) \) and \( \beta = \bar{s}^2_j/\bar{S}^2_j(z) \). \( S_j(z) \) denotes the interpolated Lorentzian fit of the mean S-curve, \( \bar{S}^2_j \) the interpolated Lorentzian fit of the sharpness variance, both extracted by multiple simulations, and \( \Gamma \) is the Gamma function. The estimated depth position is finally compared with the true depth defined by the simulation setup. The whole algorithm steps are depicted in Algorithm 1.

Algorithm 1 Multiple focusing for precise depth detection

1: for \( z = z_{\text{start}} \) to \( z_{\text{end}} \) do
2: Create phantom including a point target at depth \( z \)
3: for \( i = 1 \) to NumFrames do
4: Emit 128 focused waves from the active aperture
5: Collect and store raw RF data from all emissions
6: for \( j = 1 \) to \( N \) do
7: Beamform acquired data according to eq. (1) with fixed focus \( j \) in receive
8: end for
9: end for
10: end for
11: end for
12: Calculate all sharpness values \( S_{z,i,j} \) based on eq. (2)
13: Calculate statistical measures from sharpness data
14: Extract mean sharpness values for each position
15: Extract the standard deviation from mean values
16: Plot mean S-curves and associated deviation over depth
17: Apply Lorentzian fits to mean S-curves & deviation
18: Interpolate the fitted data by a \( K \) factor
19: Select the PDF model and insert interpolated data
20: Receive depth estimates and compare with actual depth

2.3. Simulation Setup

A linear 7 MHz, 192 element, simulated transducer with \( \lambda \) spacing was used to scan a phantom, which includes a single point target at an initial depth of 32.5 mm and below the central transducer element. The transmitting aperture consists of 64 elements, and the scanning is performed by translating the 64 active elements over the aperture and focus at the selected depth. In this study, two individual cases have been explored, one with the transmit focus set to 30 mm and the other where the focal depth is at 50 mm. The speed of sound, \( c \) is set to
1540 m/s and the wavelength is \( \lambda = \frac{c}{f_0} = 220 \mu m \). All simulations have been carried out with the Field II [14, 15] software and Matlab scripts have been written for the data post-processing.

(a) \( r_{foc}=38 \) mm  
(b) \( r_{foc}=40 \) mm  
(c) \( r_{foc}=42 \) mm

![Fig. 1. Random example of three PSFs of the same RF dataset that has been beamformed with three different foci in receive.](image)

Fig. 1. Random example of three PSFs of the same RF dataset that has been beamformed with three different foci in receive. White Gaussian noise with an SNR=10 dB has been added to the signals. The transmit focus is set to 30 mm and the actual location of the target is \((x,z) = (0,39.5) \) mm. From each PSF a sharpness value is assessed. Images are displayed with a 60 dB dynamic range.

Raw data from 128 focused emissions are acquired and stored before a new phantom is created, with the point scatterer moved 100 \( \mu m \) (z-step) away from the transducer face until the end depth of 47.5 mm. As a result, 151 acquisitions are done in total with the scatterer covering a distance of 15 mm. Data from each acquisition are beamformed with three receive foci placed at 38, 40 and 42 mm respectively. Fig. 1 shows a random example of three beamformed responses for the three selected foci in receive (\( r_{foc} \)).

3. RESULTS

By following the steps of Algorithm 1 and by using the current scan parameters, for each of the three receive foci, 151 normalized sharpness values are calculated leading to the generation of three \( S \)-curves. Ten sharpness datasets are created where 10 dB white Gaussian noise has been added to the raw signals. This allows the extraction of the mean \( S \)-curves and their variance that are necessary for the MLE analysis. The Lorentzian fits applied to the sharpness data are interpolated by a factor \( K = 1000 \), using the Matlab spline interpolation function and are embedded in the Gamma PDF model. The depth vector following the sharpness data interpolation is also updated and the new z-step becomes 0.1/1000 mm. A set of three measured sharpness values are the PDF’s input and the output is the depth estimate for which the PDF becomes maximum with an estimation error equal to the modulated step. This estimate is compared with the already known, from the simulation setup, position and the same is repeated for all 151 datasets.

Simulations with the transmit focus set to 30 mm and to 50 mm are two separate studies. In Fig. 2a the three mean \( S \)-curves are displayed for the first case, and the absolute difference between estimated and actual depths can be found in Fig. 2b. The sharpness values shown at 39.5 mm have been extracted by the PSFs shown in Fig. 1. There is an approximately 6 mm region (from 35.3 mm to 41.5 mm) where the localization error is on average, 37.8 \( \mu m \) or 0.17 \( \lambda \) (arrowed region in Fig. 2b). In Fig. 3a the equivalent curves are shown for the case of the 50 mm transmit focus. As previously, there is again a 6 mm region where the localization error is on average 34.3 \( \mu m \) or 0.15 \( \lambda \). This value is slightly lower than before, and thus the highest resolution obtained. It demonstrates a 3.2-fold improvement compared to the conventional axial resolution that is approximately around \( \lambda/2 = 110 \mu m \) [3]. However this time, the super-resolution area is located between 38.5 mm to 44.5 mm as indicated by the arrow in Fig. 3b.

4. DISCUSSION

A technique that can achieve axial resolution down to \( \lambda/6 \) in point scatterer detection is proposed. The method is translated from localisation microscopy, where it has reached \( \approx \lambda/40 \) depth resolution, into ultrasound. Here common ultrasound imaging sequences with one transmit focus and 3 receive foci were implemented, similar to those clinically used. This result merits further research to develop the algorithm and investigate the potential for further resolution gains. Parameters like the way of ultrasound transmission, the acquisition time, the depth of interest, the velocity of the moving scatterer or the \( S \)-curve fit need to be examined to define perspectives and limitations. Experimental validation with real point scatterers will be required to demonstrate the usefulness of the
method. The sharpness technique may add to the new super-resolution image based methods for the detection of contrast microbubbles [6, 7], as it is signal based and may help reduce significantly the PSF variability, prior to image analysis, which is an important limitation of ultrasound imaging.

The results (Figs. 2a and 3a) show that the positions of both transmit and receive focus have a significant effect on the $S$-curves. Each curve peak is located at the receive focus point as expected, with shorter receive foci resulting in higher curve peaks due to the smallest distance between $r_{foc}$ and transducer face. However, the curve symmetry that is present in the optical example is distorted due to the introduction of the transmit focus. When the transmit focus is set to the left of the curves (30 mm) the left halves of all curves are slightly shifted to higher sharpness values and increased variability is noticed in the right halves away from transmit focus (Fig. 2a). Exactly the opposite can be observed in Fig. 3a where the focus is set after the furthest position of the scatterer (50 mm). In this case the right half of each curve appears slightly shifted to higher values and in the left halves that are furthest away from the focus flickering is introduced. This variation in Figs. 2a and 3a is best reflected in Figs. 2b and 3b. There is a common 3 mm super-resolution depth range (from 38.5 to 41.5 mm) but a further 3 mm range is located once on the left and once on the right of the central area for the respective transmit foci. In both cases the uncertainty becomes much higher for depth estimates outside the 6 mm range. This is because there is no significant change between neighboring sharpness values at this part of the curves which is essential for this technique. Despite this shift in the high resolution area this can be dealt with multiple receive foci placed adaptively to ensure uniform resolution performance across the image.

5. CONCLUSION

Multiple normalized sharpness values can be assessed through offline beamforming, for a simulated ultrasound point scatterer that moves in depth. The sharpness data plotted over scatterer displacement will form curves whose symmetry and peak depend on the position of the transmit and receive focus respectively. Despite the increased fluctuations, the general shape of these ultrasound curves is similar to those obtained in biological microscopy where sharpness has been used for particle tracking. Based on this, the algorithm can be reproduced for ultrasound data only by substituting the image analysis part with signal processing. The precision in depth detection reaches $34.3 \mu m$ ($0.15\lambda$) for a 6 mm range depending on the transmit parameters of the scan. The presented technique shows promising results, but detailed analysis of the sharpness behavior is required, before it can be applied to real-time data.
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