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ABSTRACT

A realtime software MPEG transcoder has been developed. A novel motion vector reuse and a SIMD optimization techniques are introduced to accelerate the transcoder without any quality degradation. Mean absolute error approximation criteria are employed in the reuse technique to refine scaled motion vectors. The developed transcoder on Pentium II 266MHz runs 2.5 times as fast as realtime, when scaling an MPEG-1 bitstream to half size.

1. INTRODUCTION

Video distribution and retrieval services over the Internet and intranets are becoming popular. As these networks do not guarantee effective transfer rate, video server must have an ability to adapt the transfer rate change. A scalable encoding method seems to be a promising solution, however, the method cannot be used easily because of its complexity and peculiarity. MPEG-1 [1] is widely used instead. There are a lot of hardware decoders available in the market. Moreover, operating systems bundle software decoders. Though MPEG-1 does not support scalability, transfer rate adaptation is achievable by providing multiple bitrate bitstreams. If a server could serve multirate bitstreams, each client can select and play a bitstream suitable upon network condition and its decoding power.

Cost vs. quality tradeoff exists in generating multirate bitstreams. When placing a hardware encoder for each bitstream, the cost increases proportionally to the number of supported bitstreams, while the picture quality of each bitstream maintains optimum. A single processor cannot generate all bitstreams by software in realtime. To archive cost effective and high quality multirate encoder, we employ a cascade combination of hardware encoder and software multirate transcoder. This is because the hardware maximizes the picture quality by its large area motion estimation and software transcoder helps to minimize the total encoder system cost. In some cases, realtime transcoding is not required. For example, in a video on demand (VOD) service, an offline transcoder may be used to generate subordinate bitstreams. However, a realtime transcoder is necessary for providing a live broadcasting service.

Recently, general purpose processors employ SIMD instructions for multimedia processing. Utilizing the instructions, a realtime software MPEG-2 decoder has been developed [2]. By applying the software implementation technique employed in the decoder and a novel motion vector reuse technique, we have developed a realtime software MPEG-1 transcoder. This paper explains the techniques and evaluates the performance of the developed transcoder.

2. PROPOSED TRANSCODING METHOD

Figure 1 shows a block diagram of a video broadcasting system. A hardware encoder first generates the reference bitstream from an input video signal. A software multirate transcoder then decodes the reference

![Figure 1: A video broadcasting system employing a software multirate transcoder](image-url)
Figure 2: The block diagram of a video transcoder

bitstream, generates a down-scaled picture, and re-encodes it with a lower bitrate. A video server finally broadcasts the bitstreams to a network.

A DCT domain processing is known as a fast transcoding method [3]. The method statistically reduces the number of operations. Since the method needs two bytes to represent a pel, the necessary memory access bandwidth for a motion compensated predictor (MC) becomes twice as much. In video processing with a general purpose processor, the memory bandwidth is a bottleneck [4,5]. So the DCT domain processing is not suitable for this application. An ordinary spatial domain processing is adopted in our transcoder.

In transcoding without spatial scaling, a decoding and an encoding processes can share the MC [6,7]. This paper, however, proposes cascade processes of a decoding, a scaling and an encoding shown in Figure 2. The difference in data path from a simple concatenation of the processes is elimination of frame reordering. The elimination reduces both necessary memory size and processing delay.

2.1. Reuse of Motion Vectors

Motion estimation can be significantly simplified when utilizing the motion vectors contained in the reference bitstream. The usage of simply scaled motion vectors for transcoding with spatial scaling results in serious quality degradation [8]. To avoid it, our transcoder evaluates scaled motion vectors and their neighbors, and then selects the best ones. Figure 3 shows an example. In 1/2 scaling, four macroblocks in the decoded picture are corresponding to a macroblock in the encoding picture. The transcoder uses 1/2 scaled motion vectors as candidates.

It is easy to compute the mean absolute error (MAE) of an integer motion vector by direct block matching. However, the MAE computation for a non-integer motion vector costs several times as much as for an integer one because of half-pel interpolation. To reduce the cost, approximate MAEs of half-pel motion vectors as well as that of interpolative prediction can be evaluated by following simple equations.

\[
\bar{E}_{i,j+0.5} = \frac{7}{16} (E_{i,j} + E_{i,j+1}) ,
\]

\[
\bar{E}_{i,j+1} = \frac{7}{16} (E_{i,j} + E_{i,j+1}) ,
\]

\[
\bar{E}_{i+0.5,j} = \frac{13}{64} (E_{i,j} + E_{i+1,j} + E_{i,j+1} + E_{i+1,j+1}) ,
\]

\[
\bar{E}_{\text{intp}} = \frac{7}{16} (E_{\text{forw}} + E_{\text{backw}}) ,
\]

where \(E_{i,j}\) is the MAE of an integer motion vector \((i, j)\), \(\bar{E}\) is the estimated MAE, \(E_{\text{forw}}\) and \(E_{\text{backw}}\) are the MAEs of forward and backward prediction, \(\bar{E}_{\text{intp}}\) is the estimated MAE of interpolative prediction. As a result, predicted picture generation for evaluation is eliminated.

To reduce the number of candidate motion vectors to be evaluated, following categories are introduced.

(a) When both the horizontal and the vertical components of a scaled motion vector are integer, only the MAE of the vector is computed.

(b) When either of the components is non-integer, the MAEs of neighboring two integer motion vectors are computed. The MAE of the half-pel motion vector between the two is then estimated with the criteria.

(c) When both of the components are non-integer, the MAEs of neighboring four integer motion vectors are computed. The MAEs of five half-pel motion vectors surrounded by the four are then estimated with the criteria.
Figure 4 shows the three categories and their search ranges. Block matching is carried out only for solid-circle markers which mean integer candidate motion vectors. The approximate criteria are applied to cross markers which mean non-integer candidate ones. The search range depends on a scaled motion vector.

2.2. Implementation

Our transcoder also employs the software implementation techniques introduced to a realtime software MPEG-2 decoder [2]. One is a SIMD optimization technique. DCT and IDCT takes a large number of computations, so they were considered as the bottleneck of multimedia processing. Since general purpose processors have employed SIMD instructions for multimedia processing, DCT and IDCT are no longer intensive for the processors. For example, four coefficients can be processed in parallel by using Intel’s MMX technology [11, 12]. Processing time is then reduced to one quarter at the best. The MC accesses reference pictures by eight pels, and generates half-pel and interpolative predicted pictures by four pels. Since MPEG-1 generally handles one quarter resolution of MPEG-2, all data can be located on the L2 cache of the processor. Therefore, the MPEG-1 transcoder does not pay a cache miss penalty, which is still a large problem in the MPEG-2 decoder.

Another technique is a concurrent variable length decoder (VLD) [13]. It is not easy to decode a variable length code in parallel because the start position of a variable length code depends on its previous code [14]. In other words, VLD is a sequential process. To accelerate VLD, two symbol concurrent decoding is introduced. The current decoding is applicable only for two successive short codes. Our VLD runs twice as fast as a conventional one at the maximum.

3. PERFORMANCE

The implemented techniques are evaluated in this section. A video CD (1.15Mbps, 352 pels, 240 lines, 29.97 Hz) is used as the reference bitstream. The transcoder runs on Intel Pentium II 266 MHz, and generates a spatially half scaled bitstream (384 Kbps). Figure 5 shows the average processing time of a one-second piece of the bitstream. The accelerating ratios are 4.0 with the motion vector reuse technique, 4.9 with the software implementation technique, and 14.0 with both techniques. Compared with the period of a piece, the transcoder runs 2.5 times as fast as realtime. Figure 6 shows the detail of the processing time. In general, simplification leads degradation, however, the motion vector reuse technique improves +0.03 dB in SNR. Therefore, the technique does not cause any quality degradation.

Even when the average processing time is less than one second, processing time for each frame depends on the bitstream. The above result does not guarantee realtime transcoding with a frame period delay. Figure 7 shows the distribution of processing time measured with 0.01-second accuracy. The transcoder takes 0.39 seconds in average, however, 0.5 seconds in the worst case. To guarantee realtime software transcoding in a minimum processing delay, emergency processing is necessary to avoid an overrun. However, emergency processing usually causes significant quality degradation. When assuming processing time histogram as a normal distribution, overtime probability can theoretically be defined by the average $\mu$ and the standard deviation $\sigma$ of processing time. In processing the video CD, $\mu=0.392$ and $\sigma=0.040$. To avoid degradation oc-

Figure 5: Average processing time in video transcoding with or without the proposed techniques

Figure 6: Percentage of processing time in video transcoding with the proposed techniques
Figure 7: Distribution of processing time for 30 frames

occurrence, $\mu + 3\sigma$ second processor time is allocated for transcoding of each piece. Another approach to ensure realtime processing is to enlarge buffers to absorb fluctuation of processing time. In other word, buffering delay is introduced to guarantee the realtime processing. Assuming processing time is a first order autoregressive process, the average $\mu_n$ and the standard deviation $\sigma_n$ of processing time of $n$ pieces are

$$\mu_n = n\mu$$  \hspace{1cm} (5)

$$\sigma_n = \sigma \sqrt{n + \sum_{i=1}^{n-1} 2(n - i) \rho^i}$$  \hspace{1cm} (6)

where $\rho$ is an autocorrelation factor, 0.625 in the video CD. When $n=3$ as an example, $\sigma_n$ is 2.506$\sigma$, not 3$\sigma$. Consequently, the buffer enlargement has an effect to reduce $\sigma$.

4. CONCLUSION

A realtime software MPEG transcoder has been developed. Introduced motion vector reuse and SIMD optimization techniques accelerates the transcorder 14 times as fast as a straightforward implementation. Both techniques do not introduce any quality degradation. When scaling an MPEG-1 bitstream to half size, the transcorder on Pentium II 266MHz runs 2.5 times as fast as realtime. The transcoder has been employed in our multimedia-on-demand system namely HYPERMS-Lite.
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