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ABSTRACT

The Beltrami geometrical framework for scale-space flows is generalized to nontrivial color space geometries and implemented in analysis and processing of color images. We demonstrate how various models of color perception, interpreted as geometries of the color space, result in different enhanced processing schemes.

1. INTRODUCTION

The relationship between processing of color images and color perception is a longstanding issue that had attracted variety of approaches and techniques. To start with, in dealing with color images one has to determine and define the proper space for their representation. Traditionally, the R, G, B coordinates have been transformed into one achromatic coordinate and two chromatic coordinates not necessarily related to the neurophysiology and perception of color [1]. Further, the representations have been considered, in most cases, in relation to the chromatic aspects of the image space separately from the spatial coordinates. As far as the spatial coordinates are concerned, several recent studies have demonstrated the advantages inherent in partial differential techniques adopted from heat-like and diffusion-like models [3].

It was suggested [10] that the nonlinear scale space may be treated as a gradient descent with respect to a functional integral that depends on the geometry (i.e. the metric) of the image surface, as well as on the embedding and the geometry of the embedding space. In the examples treated in the past, it was assumed that the embedding space is Euclidean and that the system of coordinates that describes it, is Cartesian [10], [3]. In fact, the geometry of the embedding space is flexible and can be determined according to an a priori knowledge about the class of images to be processed and the high level task that one has in mind [11]. We view the geometry of the embedding space as the interface between the high-level task, the a priori knowledge and the low-level process to be implemented.

We treat in this study color images. Textured color images with a non-Euclidean embedding space are treated elsewhere [11]. Color space and its perception has fascinated researchers for over a century. It is natural, from our viewpoint, to apply our framework for this class of color images since the knowledge accumulated along the years is organized and encoded in the geometry of the color space. This form is especially convenient and ready to use in the Beltrami framework.
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2. COLOR SPACE GEOMETRY

Two issues should be addressed in the process of evaluating the geometry of the color space. The first relates to the variables (or coordinates), and the second to its geometry. Attempts to describe the color perception geometry go back more than a hundred years. Helmholtz [2] was the first to define a ‘line element’ (arc-length) in color space. He first used a Euclidean $R, G, B$ space defined by the arc-length:

$$ds^2 = (c_r d \log R)^2 + (c_g d \log G)^2 + (c_b d \log B)^2. \quad (1)$$

His first model failed to represent empirical data of human color perception. Schrödinger [8] modified the Helmholtz model by introducing the arc-length:

$$ds^2 = \frac{1}{L} \left( \frac{c_r (dR)^2}{R} + \frac{c_g (dG)^2}{G} + \frac{c_b (dB)^2}{B} \right), \quad (2)$$

where $L = c_r R + c_g G + c_b B$ and $c_r, c_g, c_b$ are constants. Schrödinger’s model was later found to be inconsistent with findings on threshold data of color discrimination.

Koenderink et al. [4] generalized these line elements with a family of metrics

$$ds^2 = (L)^{\alpha-2} \left( \frac{c_r (dR)^2}{R^\alpha} + \frac{c_g (dG)^2}{G^\alpha} + \frac{c_b (dB)^2}{B^\alpha} \right), \quad (3)$$

where different values of $\alpha$ correspond to different models: $\alpha = 2$ is the Helmholtz model, $\alpha = 1$ is Schrödinger’s. Koenderink et al. [4] studied the $\alpha = 0$ case.

Stiles et al. [13] advocated another generalization of the Helmholtz line element

$$ds^2 = (c_r d \log (R'))^2 + (c_g d \log (G'))^2 + (c_b d \log (B'))^2, \quad (4)$$

where $R' = aR + b$ with $a, b$ constants, and similarly for $G'$ and $B'$. Other analytical attempts culminated in the Vos-Walraven line element which is much more involved and will not be treated here.

MacAdams constructed an empirical line element based on direct psychophysical experiments. His result can be given in tables and graphs only. The theoretical challenge is the construction of an analytical line element that is capable of explaining all the features of the color perception space that were found in MacAdams experimental data.

3. THE GEOMETRIC BELTRAMI FRAMEWORK

This framework is based on geometrical ideas borrowed from general relativity and high energy physics. The essence of the method is summarized in two aspects of the formalism:

a) A two-dimensional image is a Riemannian surface embedded in a higher dimensional Riemannian manifold which is called the spatial-feature manifold. Let introduce on the nonlinear surface a local coordinate system $(\sigma^1, \sigma^2)$. The embedding of this surface in, say, a three-dimensional space with coordinates $(X^1, X^2, X^3)$, is done by specifying, for each point of the surface, the three-dimensional coordinates, namely:

$$(X^1(\sigma^1, \sigma^2), X^2(\sigma^1, \sigma^2), X^3(\sigma^1, \sigma^2)). \quad (5)$$

We say that $X$ is a map that embeds the surface $\Sigma$ with metric $(g_{\mu\nu})$ in a higher dimensional Riemannian manifold $M$ with metric $(g_{ij})$. The local metric $(g_{\mu\nu})$ is given as the induced metric in terms of the embedding map and the embedding space metric by

$$g_{\mu\nu}(\sigma^1, \sigma^2) = \sum_{i,j=1}^{\dim M} h_{ij}(X) \partial_\mu X^i \partial_\nu X^j, \quad (6)$$

where $\partial_\mu X^i \equiv \partial X^i(\sigma^1, \sigma^2)/\partial \sigma^\mu$. In the sequel we will use Einstein convention and drop the summation sign.

We introduce a one-parameter family of embedded images $(X^i(\sigma^1, \sigma^2; t))_{t=1}^T$, where $t$ is the evolution independent variable, called the scale or “time”. This parameter determines the degree of blurring or denoising of the image.

b) From a geometrical viewpoint, this family of embedded images describes a flow of a two-dimensional surface within a higher dimensional space. The dynamics of the surface along the flow are governed by nonlinear heat equation applied to this one parameter family of images. The equation is derived as a gradient descent of a functional that weight embedding maps in a geometrical manner.

The functional in question, $S[\cdot, \cdot, \cdot]$, depends on both the image manifold and the embedding space. Denoting by $(\Sigma, (g_{\mu\nu}))$ the image manifold and its metric and by $(M, (h_{ij}))$ the spatial-feature manifold and its metric, the map $X: \Sigma \rightarrow M$ has the following weight [7]:

$$S[X^i, g_{\mu\nu}, h_{ij}] = \int d\sigma^1 d\sigma^2 \sqrt{g} g^{\mu\nu} \partial_\mu X^i \partial_\nu X^j h_{ij}(X), \quad (7)$$

where $g$ is the determinant of the image metric, $g^{\mu\nu}$ denotes the inverse of the image metric, $\mu, \nu = 1, 2$, and $i, j = 1, \ldots, \dim M$.

The Polyakov action is the generalization of the $L_2$ norm from Euclidean space to curved spaces. Here, $d\sigma^1 d\sigma^2 \sqrt{g}$ is the area element of $\Sigma$ and $g^{\mu\nu} \partial_\mu X^i \partial_\nu X^j h_{ij}(X)$ is the generalization of $|\nabla I|^2$ to maps between non-Euclidean manifolds. Note that the volume element as well as the rest of the expression is invariant under reparameterization, that is, $\sigma^\mu \rightarrow \tilde{\sigma}^\mu(\sigma^1, \sigma^2)$. The Polyakov action depends on the geometrical objects and not on the way we describe them via our parameterization of the coordinates. In other words the resultant value of the functional does not depend on the choice of local coordinates.
Another important consideration is the choice of the embedding space and its geometry. In general, we need information about the task at hand in order to adopt the right geometry.

Using standard methods in the calculus of variations, the Euler-Lagrange (EL) equations, with respect to the embedding, are (see [10] for derivation):

$$\frac{1}{2} \frac{\delta S}{\delta X^i} = \frac{1}{\sqrt{g}} \nabla^\mu \nabla^\nu X_i + \Gamma^i_{jk} \nabla^j X_k X^k \frac{\delta S}{\delta X^i},$$

where $\Gamma^i_{jk}$ are the Levi-Civita connection coefficients with respect to the metric $h_{ij}$ (defined in Eq. (12)), that describes the geometry of the embedding space.

We view scale-space as the gradient descent:

$$X^i_t \equiv \frac{\partial X^i}{\partial t} = -\frac{1}{\sqrt{g}} \frac{\delta S}{\delta X^i}. \tag{9}$$

Note that we used our freedom to multiply the Euler-Lagrange equations by a strictly positive function and a positive definite matrix. This is done in order to get a reparameterization invariant expression. This choice guarantees that the flow is geometric and does not depend on the parameterization. The operator that is acting on $X^i$ in the first term of Eq. (8) is the natural generalization of the Laplacian from flat spaces to manifolds, denoted by $\Delta$ and called the Laplace-Beltrami operator or in short Beltrami operator. When the embedding is in a Euclidean space with Cartesian coordinate system, the connection elements are zero. If the embedding space is not Euclidean, we have to include the Levi-Civita connection term since it is not identically zero any more.

### 4. THE BELTRAMI FLOW

The metric of the embedding space is composed of the spatial metric and the color space metric as a direct sum, namely:

$$ds^2 = ds^2_{\text{spatial}} + \beta ds^2_{\text{feature}}. \tag{10}$$

More general line elements for the color-spatial space are, in principle, possible. One such possibility is to consider a non-constant $\beta$ such that the strength of the conjugation between the spatial and color coordinates is fixed locally in space and/or the image colors. This possibility as well as the issue of how to choose $\beta$ is dealt with elsewhere [12].

Other possibilities may include a non-trivial metric elements that tie together spatial and color coordinates (i.e. non trivial coefficients of $dx dI$ for grey level images, or $dy dR$ for color images). These possibilities are not very well understood theoretically and their implications are under current investigation.

The color space metrics in Section 2 are all diagonal, namely have the form $h_{ij} = \beta(\alpha_i G_x + \alpha_y G_y + \alpha_b B_b)$.

The induced metric elements are according to Eq. (6):

$$g_{11} = 1 + \beta (\alpha_x R_x^2 + \alpha_y G_y^2 + \alpha_b B^2),$$

$$g_{12} = \frac{\gamma g_{21}}{\gamma} = \beta (\alpha_x R_x R_y + \alpha_y G_y G_y + \alpha_b B_x B_y),$$

$$g_{22} = 1 + \beta (\alpha_x R_y^2 + \alpha_y G_y^2 + \alpha_b B^2). \tag{11}$$

Note also that this two-dimensional image induced metric is different from the one we had in the Euclidean case. This implies that the choice of the color space geometry has a direct impact on the first term in the diffusion equation (i.e. $\frac{1}{\sqrt{g}} \nabla^j (\sqrt{g} \nabla^i X^i)$). This is not the only place where changes should be made. The second term which includes the Levi-Civita connection coefficients, which are non-trivial in this case, should be evaluated as well. The definition of the Levi-Civita coefficients is

$$\Gamma^i_{jk} = \frac{1}{2} h^{ij} (\partial_j h_{lk} + \partial_k h_{lj} - \partial_l h_{jk}), \tag{12}$$

where there is an implicit sum over $l$.

In the case of the Schrödinger model we find, for example:

$$\alpha_{ii} = \frac{1}{L t}, \tag{13}$$

where $L = c_i R + c_y G + c_b B$. A short analysis results in the following coefficients

$$\Gamma^i_{jk} = \frac{c_i I_j}{2L} \delta_{jk} - \frac{c_j}{2L} \delta_{ik} - \frac{c_k}{2L} \delta_{ij} - \frac{1}{2L} \delta_{ij} \delta_{lk}. \tag{14}$$

Combining Eqs. (8)(11) and (14) together we finally get the following flow:

$$R_t = \Delta_g R - \left( \frac{1}{2R} + \frac{c_2}{2L} \right) (R_x g^{11} + 2R_y g^{12} + R_y g^{22}) - \frac{c_2}{L} (R_x G_x g^{11} + (R_y G_y + R_y G_x) g^{12} + R_y G_y g^{22}) - \frac{c_2}{L} (R_y B_x g^{11} + (R_x B_y + R_y B_x) g^{12} + R_y B_y g^{22}) + \frac{c_2 R}{2L} G_x g^{11} + 2G_x G_y g^{12} + G_y g^{22}) + \frac{c_2 R}{2L} (B_x g^{11} + 2B_x G_y g^{12} + B_y g^{22}) \tag{15}$$

where

$$\Delta_g R = \left( \frac{g_x g^{11}}{2} + \frac{g_y g^{12}}{2} + g^{11} + g^{12} \right) R_x + \left( \frac{g_x g^{12}}{2} + \frac{g_y g^{22}}{2} + g^{12} + g^{22} \right) R_y + \frac{g^{11} R_x}{2} + 2g^{12} R_y + g^{22} R_y. \tag{16}$$

Here $\frac{\partial g}{\partial y} = \frac{\partial g}{\partial x}$, $\frac{\partial g}{\partial y} = \frac{\partial g}{\partial x}$, and $g_x = \partial g / \partial x$. $g_y = \partial g / \partial y$. 

The color space metrics in Section 2 are all diagonal, namely have the form $h_{ij} = \beta(\alpha_i G_x + \alpha_y G_y + \alpha_b B_b)$.
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