ABSTRACT

A novel approach for signal parameter estimation, named the Non-Linear Instantaneous Least Squares (NILS) estimator, is proposed and a high SNR statistical analysis of the estimates is presented. The algorithm is generally applicable to deterministic signal in noise models. However, it is of particular interest in applications where the “conventional” non-linear least squares criterion suffers from numerous local minima. The key idea here is to apply a sliding window to estimate the instantaneous amplitude, which is then used in a separable least squares criterion-function. Hereby the radius of attraction of the global minimum is under the control of the user, which makes the NILS approach advantageous to use in practical applications. Numerical results using polynomial-phase signals validate the theoretical results.

1. INTRODUCTION

Deterministic signal models are important and widely used in applications, and the estimation of such signal parameters has been studied extensively. For the case of wide sense stationary signals, there is a large number of estimation approaches that can be used and there is a rich literature on the estimation of such signal parameters, see for example [5]. However, if the signal is non-stationary, or if it has been non-uniformly sampled, then there are not many estimation techniques available. In theory, the Non-Linear Least Squares (NLLS) approach to signal parameter estimation can be used on such signals. However, for many signal models the NLLS approach suffers from severe numerical problems. Some methods have been developed that can estimate the parameters of certain classes of non-stationary signals. For example, motivated by applications such as radar and mobile tele-communication, the estimation of Polynomial-Phase Signals (PPS) parameters has received considerable attention recently [3, 4, 6]. Here, a novel approach to signal parameter estimation named the Non-Linear Instantaneous Least Squares (NILS) estimator is presented. The key idea is to use a sliding window to estimate the instantaneous amplitude, which is then used in a separable least squares criterion-function.

2. MOTIVATION FOR THE NILS APPROACH

Consider the following deterministic signal model:

\[ y_k = b s_k(\theta) + e_k, \quad k = 1, \ldots, N, \]  

(1)

where \( \theta \) denotes the signal parameters, \( e_k \) the noise, \( b \) a complex-valued amplitude and \( s_k(\theta) \) is the deterministic signal waveform. For simplicity, it is assumed that the noise is independent and identically distributed with variance \( \sigma^2 \). Modification of the analysis to the general case is straightforward. A well-known approach to estimate the signal parameters is to use a NLLS fit of \( b s_k(\theta) \) to \( y_k \) with respect to \( b \) and \( \theta \):

\[ \{ \hat{b}, \hat{\theta} \} = \arg \min_{b, \theta} \sum_{k=1}^{N} |y_k - b s_k(\theta)|^2. \]  

(2)

Since the NLLS criterion is linear in \( b \), it can be concentrated w.r.t. \( \theta \). Expressing the estimate of \( b \) as a function of \( \theta \) leads to

\[ \hat{b}(\theta) = \frac{\sum_{k=1}^{N} y_k s_k^*(\theta)}{\sum_{k=1}^{N} |s_k(\theta)|^2} = \frac{s_N^H(\theta) y_N}{|s_N(\theta)|^2}. \]  

(3)

where \( y_N = (y(1), \ldots, y(N))^T \), \((\cdot)^*\) denotes complex conjugation, \((\cdot)^H\) is complex conjugate transpose and \( s_N(\theta) \) is defined conformably with \( y_N \). Using (3) in (2) gives

\[ \hat{\theta} = \arg \min_{\theta} \sum_{k=1}^{N} |y_k - s_N^H(\theta) y_N / |s_N(\theta)|^2 b s_k(\theta)|^2. \]  

(4)

In the case of Gaussian noise, this approach is equivalent to the Maximum Likelihood (ML) estimator, which is well known to be statistically efficient. However, for many signal models of interest, NLLS suffers from severe numerical problems which makes it difficult to find the global minimum. Firstly, the Radius of Attraction (RoA) of the global minimum, defined as the maximum distance from the minimum that a gradient-based search can be originated and still find it, may be very small (in the case of a sinusoidal signal,
the RoA is proportional to $1/N$ [7]). Secondly, in nearly ambiguous situations, a local minimum can yield almost the same value of the noise-less criterion as does the global minimum. In the presence of noise, the local minimum can then erroneously become global. Due to the problems inherent in the NLLS approach, it is only on rare occasions that it can be used.

3. THE NILS APPROACH

To overcome the mentioned shortcomings in the NILS approach, a “smoothing” in the criterion is proposed. The idea is to replace the NLLS estimate of the amplitude $b$ with a time and signal-parameter dependent local LS estimate, based on observations from some sliding window. In the following, this instantaneous amplitude estimate will be denoted $b_k(\theta)$. For example, let $b_k(\theta)$ be a local amplitude estimate based on the data $\{y_k\}_{k=1}^{n}$. Here, $n$ is a user-defined integer that determines the length of the sliding window (the length is $n + 1$). For the sake of simplicity, a rectangular window will be used in what follows, although other windows (Hamming, Hanning, etc.) may be preferable. The least squares estimate of the local amplitude is then

$$\hat{b}_k(\theta) = \frac{s^H(\theta) y_k}{|s(\theta)|^2}, \quad (5)$$

where

$$s(\theta) \overset{\text{def}}{=} (s_1(\theta), \ldots, s_{k+n}(\theta))^T, \quad (6)$$

$$y(k) \overset{\text{def}}{=} (y_k, \ldots, y_{k+n})^T. \quad (7)$$

An additional smoothing in the NILS criterion can be introduced by regularizing the amplitude estimate. The main reason for this is to avoid problems when $|s_k(\theta)| \simeq 0$. However, this option will not be used here, and the reader is referred to [2] for details. Replacing $b(\theta)$ in (4) with the instantaneous time-varying amplitude estimate $b_k(\theta)$, gives the NILS criterion

$$V_N(\theta) = \frac{1}{N-n} \sum_{k=1}^{N-n} b_k(\theta) = \sum_{k=1}^{N-n} \left| b_k(\theta) s(\theta) \right|^2. \quad (8)$$

The signal parameter estimates are the minimizing arguments of $V_N(\theta)$. The parameter estimates are found using a non-linear search that can be implemented on- or off-line. Consider the criterion (8). Due to the windowing, the parameter estimates are based on $N \gg n$ fits of $b_k(\theta) s_k(\theta)$ to $y_k$. The $n$ last observations are only used implicitly through $b_k(\theta)$. Criterion (8) can be modified to overcome this drawback as follows:

$$V_N(\theta) = \sum_{k=1}^{N-n} \left| y_k - \hat{b}_k(\theta) s(\theta) \right|^2, \quad (9)$$

where $\hat{b}_k(\theta)$, $s(k; \theta)$ and $y(k)$ are defined in (5)-(7). The modified criterion is the mean of $N \gg n$ consecutive NILS criterion-functions, based on the observations in $y(k)$, $k = 1, \ldots, N \gg n$. Using (5) in (9) implies

$$V_N(\theta) = \sum_{k=1}^{N-n} \left| \Pi^{-1}(k; \theta) y(k) \right|^2, \quad (10)$$

where

$$\Pi^{-1}(k; \theta) \overset{\text{def}}{=} \frac{1}{s(k; \theta)^H s(k; \theta)} s(k; \theta)^H. \quad (11)$$

Note that $\Pi(k; \theta)$ projects onto the space spanned by $s(k; \theta)$, which is a one-dimensional instantaneous signal subspace. Hereby a link is established between NILS and estimators based on signal subspaces. Henceforth, the NILS criterion (9) will be referred to as subspace-based, and the criterion (8) will be referred to as prediction-based.

Generally, the subspace-based NILS approach is to be preferred over the prediction-based. The subspace-based criterion function has empirically found to be “smoother” in the sense that there are fewer local minima. Still, the global minimum of the subspace-based criterion function is more “pointed”, which gives it a slightly better statistical performance, than the prediction-based approach. An appealing property is also that the subspace-based NILS estimator is equivalent to NILS if the window length is chosen to $n + 1 = N$. For the above reasons, the subspace-based criterion (9) will be used henceforth. The following example highlights the basic advantages of the NILS approach.

**Example 1** Consider a complex valued sinusoid, with angular frequency $\omega_0 = 1.5$. In Figure 1, the mean value of the criterion (10) is plotted for increasing $n$. The RoA of the global minimum in the NILS criterion depends on the window length. As $n$ increases, the RoA decreases and the minimum becomes more pointed. Note that for $n = 1$, there are no local minima.

Seen from a numerical/computational point of view, a small NILS window length is preferred, since a gradient-based search is then more likely to converge to the global minimum. However, it is intuitively obvious that the statistical performance of the NILS estimates is improved (i.e. the MSE decreases) as $n$ increases. These properties can be utilized in a search strategy as follows: Initiate the search using a short window to assure convergence to the global minimum. Then, as the search converges, the window length can be increased in order to improve the accuracy.
for all $V_j$ is of constant-modulus equal to one. For simplicity, we let $n$ be fixed and assume that $s_k(\theta)$ converges, uniformly in $\theta$, to the limiting function $V_N(\theta)$ as $\sigma \to 0$. Here, $V_N(\theta)$ is of constant-modulus equal to one. For simplicity, we let $\theta$ be fixed and assume that $\sigma \to 0$. The analysis is applicable to any smooth and uniquely identifiable signal model. The identifiability condition assumed to hold is $b_s(\theta) = b_s(\theta), \ k = 1, \ldots, N \Leftrightarrow \theta = \tilde{\theta}, \ b = \tilde{b}$. (13)

To begin with, the consistency of the estimates is established. Under the stated assumptions, the criterion function $V_N(\theta) (10)$ converges, uniformly in $\theta$, to the limiting function $\tilde{V}_N(\theta)$ as $\sigma \to 0$. Here,

$$\tilde{V}_N(\theta) = |b_0|^2 \sum_{k=1}^{N-n} |\Pi_k^+(k; \theta)s(k; \theta_0)|^2. (14)$$

where $b_0$ and $s(k; \theta_0)$ denote the true values. Clearly, $\tilde{V}_N(\theta) \geq 0$, with equality if and only if $s(k; \theta_0) = c_k s(k; \theta)$ for all $k$, and for some set of scalars $c_k$. However, in view of (13) this is possible only for $\theta = \theta_0$, and we have proven the following:

$\textbf{Theorem 1}$ Let the signal parameters $\theta$ be defined on a compact set $\Theta$, and assume that the true value $\theta_0$ is an inner point of $\Theta$. Further, assume that the gradient of $s_k(\theta)$ with respect to $\theta$ is bounded on $\Theta$ and that (13) holds. Then we have

$$\theta \to \theta_0 \text{ as } \sigma \to 0. (15)$$

Next, the attention is turned to the variance of the estimates. Since $\theta$ minimizes $V_N(\theta)$, we have $V_N(\theta) = 0$ at $\theta = \theta$, where $V'_N(\theta)$ denotes the gradient. For high SNR, a first-order Taylor expansion yields

$$0 = V_N(\theta_0) + V'_N(\theta_0)\{\theta \Leftrightarrow \theta_0\} + o_p(|V'_N(\theta_0)|), (16)$$

where $V'_N(\theta_0)$ denotes the Hessian and $o_p(\cdot)$ is order in probability. Defining

$$H = \lim_{\sigma \to 0} V''_N(\theta_0) (17)$$

it now follows

$$\tilde{\theta} \Leftrightarrow \theta_0 = \Leftrightarrow H^{-1}V'_N(\theta_0) + o_p(|V'_N(\theta_0)|), (18)$$

provided $H > 0$. Further, let

$$Q = \lim_{\sigma \to 0} \frac{1}{\sigma^2} E[V'_N(\theta_0)V'_N(\theta_0)^T] (19)$$

For high SNR, the mean square error (MSE) matrix of the estimation error is then given by

$$E[(\tilde{\theta} \Leftrightarrow \theta_0)(\tilde{\theta} \Leftrightarrow \theta_0)^T] = \sigma^2 H^{-1}QH^{-1} + o(\sigma^2). (20)$$

Evaluation of $H$ and $Q$ leads to the following:

$\textbf{Theorem 2}$ Let the conditions of Theorem 1 hold, and assume in addition that $s_k(\theta)$ has bounded derivatives up to order three. Further, assume that the asymptotic Hessian matrix $H$ is positive definite. Then the MSE matrix of the estimation error is given by (20), where

$$H = 2|b_0|^2 \sum_{k=1}^{N-n} \sum_{l=\max(1,k-n)}^{N-n} \text{Re} \left\{ G^H(k) \Pi^{-1}(k; \theta) G(k) \right\}, (21)$$

$$Q = 2|b_0|^2 \sum_{k=1}^{N-n} \sum_{l=\max(1,k-n)}^{N-n} \sum_{l=\max(1,k-n)}^{N-n} \text{Re} \left\{ J(k,l) \right\}. (22)$$

Here, $Z(k,l) = G^H(k) \Pi^{-1}(k; \theta) J_{k+n} \Pi^{-1}(l; \theta) G(l), G(k) = \partial s(k; \theta)/\partial \theta$ denotes the Jacobian matrix, and $J_{k+n}$ is an $(n+1) \times (n+1)$ matrix of zeros, except at the $k$:th super-diagonal, which is all ones (e.g. $J_n$ has a single one in the upper right corner).

The proof consists of straightforward calculations, and the details will be published elsewhere. As a corollary, an expression for the Cramér-Rao lower bound assuming Gaussian noise is obtained. This is due to the fact that for $n = 0.5$,
$N \leftrightarrow 1$, the NILS estimator coincides with the ML estimator (NLLS), which is known to be statistically efficient at high SNR and/or large $N$. For $n = N \leftrightarrow 1$ we have $H = Q$, and the CRB inequality is expressed as

$$\text{Cov}(\hat{\theta}) \geq \frac{2}{\text{SNR}} \left[ \text{Re} \left\{ G^H \Pi^+(\theta) G \right\} \right]^{-1},$$

where, for $n = N \leftrightarrow 1$, the $k$-argument of $G$ has been omitted.

5. POLYNOMIAL PHASE SIGNAL EXAMPLE

The analytical expression for the high SNR covariance matrix of the estimation error is rather involved. Thus, one has to resort to numerical comparisons to get further insight into the performance in realistic scenarios. Since NILS coincides with NLLS for $n = N \leftrightarrow 1$, it is of particular interest to investigate how close to the NLLS performance one comes for smaller values of $n$. Here, the results of applying the NILS estimator to a 4-th order polynomial phase signal are presented. The signal model is thus

$$s_k(\theta) = b e^{j \phi(\theta; k)} + \epsilon_k$$

where the true parameter values are $b_0 = 1$ and

$$\phi(\theta_0; k) = 2\pi \sum_{l=1}^{4} \theta_l k^l, \quad \theta_l = 4/N^l.$$  

The noise $\epsilon_k$ is a zero-mean white Gaussian random process with variance equal to $1/\text{SNR}$. The number of samples is $N = 200$ and the SNR is varied from $-9$ dB to 30 dB. The NILS estimator is applied with $n = 1$ and $n = 9$ respectively. Figure 2 shows the theoretical and empirical RMS errors for $\theta_4$. The theoretical curves are based on Theorem 2, whereas the empirical results are obtained from 100 independent Monte-Carlo runs for each displayed SNR-value. The corresponding curves for the other signal parameters show the same characteristic behaviour, except that the magnitude of the RMSE decreases drastically with increasing coefficient number (i.e. $\theta_4$ is more accurately estimated than $\theta_3$, etc). However, the relative efficiency, defined as RMSE/CRLB, is approximately the same for all PPS parameters and lies in the range 1 (statistical efficiency) to 3-4, depending on the length of the sliding window.

Based on the example presented here and other similar experiments we can draw the following conclusions:

- The empirical RMS errors closely follow the theoretical values down to an SNR threshold.
- The SNR threshold is essentially the same for all PPS parameters, and it decreases with increasing window length.
- The NILS estimates are close to statistical efficiency already at small values of $n$ ($N/n \approx 10$). The ratio of the estimation error variance to the CRB is approximately the same for all PPS parameters.

The second conclusion deserves to be stressed, since most known suboptimal PPS estimators have a rather high SNR threshold for polynomial-phase signals of high order [2]. The advantages compared to NLLS and to the previously known suboptimal methods should make NILS a viable alternative in practical applications.
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