THEORETICAL NOISE REDUCTION LIMITS OF THE GENERALIZED SIDELOBE CANCELLER (GSC) FOR SPEECH ENHANCEMENT
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ABSTRACT

In this paper we present an analysis of the generalized sidelobe canceller (GSC). It can be shown that the theoretical limits of the noise reduction performance depend only on the auto- and cross-spectral densities of the input signals. Furthermore, we compute the limits of the noise reduction performance for the theoretically determined diffuse noise field, which is an approximation for reverberant rooms. Our results will show that the GSC cannot reduce noise further than 1dB. These results were verified by simulation of reverberant environments. Only in sound-proof rooms with a reverberation time less than 100ms the GSC performs well.

1. INTRODUCTION

Noise reduction in speech communication is still an unsolved problem in the signal processing society. The problem is that the desired speech signal and the environmental noise overlap in the time- and in the frequency domain. One way of separating the signals is to use different spatial characteristics, but to get spatial information we need multi microphone systems.

In the last decades different approaches to use spatial information for noise reduction were introduced. Many of them are based on the noise cancelling system introduced by Widrow [1]. For this scheme and some closely related systems theoretical studies for the noise reduction performance are given in [2, 3, 4]. Another closely related scheme is the generalized sidelobe canceller (GSC) introduced by Griffith and Jim [5]. Many modern concepts are derived from this scheme [6, 7, 8]. Many authors have evaluated more or less good results of the performance under different conditions. In the single-source coherent noise field the adaptive beamformer performs very well, but the performance degrades in rooms, due to reverberation [9]. In cars as a possible application for hands–free devices the results differ for the reported noise reduction between four and twelve dB, as different cars were examined and different numbers of microphones were used [10, 11, 12, 13, 14]. Affes and Grenier [14] reported that adaptive beamformers are not the right choice for noise reduction in cars, as the GSC causes strong distortions to the desired speech, due to signal cancellation effects.

In this paper we derive new formulas to predict the optimal noise reduction performance in a given noise field. We will show that the auto- and cross-power spectral densities between the microphones are the only information we need. For theoretical studies we will show that only the complex coherence functions between the sensors determine the noise reduction performance. Secondly, we examine the noise reduction performance in three theoretically well defined noise fields (single-source coherent, completely incoherent, and diffuse noise field, as a good approximation of a reverberant environment [2]). Finally, results for simulated reverberant rooms are given.

2. THEORETICAL STUDIES

2.1. Structure

The generalized sidelobe canceller (GSC) consists of two parts, a fixed delay and sum beamformer and a sidelobe cancelling path (see figure 1). For our studies we are using an open-loop frequency domain implementation of the original Griffith et al. beamformer. The $ (N − 1 \times N) $ blocking matrix $ B $ is set to

$$ B = \begin{bmatrix}
1 & -1 & 0 & \cdots & 0 \\
0 & 1 & -1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & -1
\end{bmatrix} \tag{1} $$

where $ N $ is the number of microphones.

2.2. Performance Analysis

The noise reduction performance (NR) for the fixed beamformer is given in [2, 15]. The NR of the adaptive sidelobe path can be described as the ratio of the power spectral density (PSD) of the fixed beamformer output $ P_{Y_1Y_1} $ and the output of the complete system $ P_{zz} $.

$$ NR(\omega) = \frac{P_{Y_1Y_1}(\omega)}{P_{zz}(\omega)} = \frac{P_{Y_1Y_1}(\omega)}{P_{Y_1Y_1}(\omega) - \frac{1}{N-1} \sum_{i=0}^{N-2} |H_i(\omega)|^2 \cdot P_{Y_iY_i}} \tag{2} $$

where $ P_{Y_1Y_1} $ is the PSD of one output path of the blocking matrix and $ |H_i(\omega)|^2 $ is the transfer function of the adaptive filter. According to Wiener theory the optimal filter coefficients $ H_{opt} $ are given by the cross-PSD of the beamformer output $ P_{Y_iY_i} $ and the single blocking output $ P_{Y_1Y_i} $.

$$ H_{opt} = \frac{P_{Y_iY_i}(\omega)}{P_{Y_1Y_1}(\omega)} \tag{3} $$
Equation 2 for the optimal solution results in

\[
NR(\omega) = \frac{1}{1 - \frac{1}{N-1} \left|P_{Y_i}P_{Y_j}^* \right|} \sum_{i=0}^{N-2} \left| \frac{P_{Y_i}Y_j(\omega)}{P_{Y_i}Y_j^*(\omega)} \right|^2 \left( \frac{P_{Y_i}Y_j(\omega)}{P_{Y_i}Y_j^*(\omega)} \right)
\]

As a next step we describe the dependence of equation 4 in terms of the input signals \(X_i(\omega)\). The beamformer output is given by

\[
Y_b(\omega) = \frac{1}{N} \sum_{j=0}^{N-1} X_j(\omega)
\]

and the output of one sidelobe path is \(Y_\ell(\omega) = X_i(\omega) - X_{i+1}(\omega)\). The cross-PSD \(P_{Y_\ell Y_i}\) then is

\[
P_{Y_\ell Y_i}(\omega) = (X_i(\omega) - X_{i+1}(\omega)) \frac{1}{N} \sum_{j=0}^{N-1} X_j^*(\omega)
\]

\[
= \frac{1}{N} \left( X_i(\omega) \sum_{j=0}^{N-1} X_j^*(\omega) - X_{i+1}(\omega) \sum_{j=0}^{N-1} X_j^*(\omega) \right)
\]

\[
= \frac{1}{N} \left( \sum_{j=0}^{N-1} (X_j(\omega)X_i^*(\omega))^* + |X_i(\omega)|^2 \right.
\]

\[
+ \sum_{j=i+1}^{N-1} X_j(\omega)X_i^*(\omega)^*)
\]

\[
- \sum_{j=i+1}^{N-1} X_i(\omega)X_j^*(\omega)^*)
\]

\[
- |X_{i+1}(\omega)|^2 + \sum_{j=i+2}^{N-1} X_{i+1}(\omega)X_j^*(\omega)
\]

and the PSD \(P_{Y_i Y_i}\) is given by [16]

\[
P_{Y_i Y_i}(\omega) = |X_i(\omega)|^2 + |X_{i+1}(\omega)|^2 - 2 \Re \{X_i(\omega)X_{i+1}^*(\omega)\}
\]

where \(\Re \{ \cdot \} \) denotes that only the real part of the complex cross-PSD is taken into account. Equations 6 and 7 show that only the auto- and the cross-PSD of the inputs are necessary to predict the optimal performance.

If we assume that the PSD of the noise \(P_{NN}\) is the same at each sensor, we can rewrite equation 6 in terms of the complex coherence

\[
\Gamma_{X_i X_2}(\omega) = \frac{P_{X_i X_2}(\omega)}{\sqrt{P_{X_i X_i}(\omega)P_{X_2 X_2}(\omega)}}
\]

The result is:

\[
P_{Y_i Y_i}(\omega) = \frac{P_{NN}(\omega)}{N} \left( \sum_{j=0}^{N-1} (\Gamma_{X_j X_i}(\omega))^* \right)
\]

\[
+ \sum_{j=i+1}^{N-1} \Gamma_{X_j X_i}(\omega)
\]

\[
- \sum_{j=0}^{N-1} (\Gamma_{X_j X_{i+1}}(\omega))^*
\]

\[
- \sum_{j=i+2}^{N-1} \Gamma_{X_{i+1} X_j}(\omega)
\]

and the PSDs \(P_{Y_i Y_i}\) and \(P_{Y_j Y_j}\) are given by [16]

\[
P_{Y_i Y_i}(\omega) = 2P_{NN}(\omega) \left( 1 - \Re \{ \Gamma_{X_i X_{i+1}}(\omega) \} \right)
\]

and

\[
P_{Y_j Y_j}(\omega) = P_{NN}(\omega) \left( \frac{1}{N} + \left( 1 - \frac{1}{N} \right) \bar{\Gamma}(\omega) \right)
\]

where

\[
\bar{\Gamma}(\omega) = \frac{2}{N^2 - N} \sum_{i=0}^{N-2} \sum_{j=i+1}^{N-1} \Re \{ \Gamma_{ij}(\omega) \}
\]

denotes the average complex coherence function of the noise field for all sensor pairs \(i \neq j\).

Putting eqs. 9-11 into eq. 4 shows that the noise reduction performance depends only on the spatial coherence of the noise field of all sensor pairs.
\[ NR(\omega) = \frac{1}{1 - \frac{1}{(N-1)} \sum_{i=0}^{N-2} \left[ \sum_{j=0}^{N-1} (\Gamma_{X_j, X_i}(\omega))^2 + \sum_{j=i+1}^{N-1} \Gamma_{X_j, X_i}(\omega) - \sum_{j=i+1}^{N-1} \Gamma_{X_j, X_i}(\omega) \right] \frac{1}{2N^2 (1 - \Re \{ \Gamma_{X_j, X_i}(\omega) \})} \left( \frac{1}{N} + \left( 1 - \frac{1}{N} \right) \bar{\Gamma}(\omega) \right)}{2} \]

\[ (13) \]

2.3. Theoretical Limits

In this section we will examine different theoretically well defined noise fields to compute the limit of the noise reduction performance of the GSC-structure. Only the sidelobe path is taken into account. The noise reduction of the complete system is always the result of the addition of the GSC part and the noise reduction of the fixed beamformer.

2.3.1. Coherent Noise Field

Assuming a single noise source in the far field of the sensor array the complex coherence function is given by

\[ Re \{ \Gamma_{X_i, X_j}(\omega) \} = \cos \left( \frac{\omega \cos(\theta)d}{c} \right) \]

\[ Im \{ \Gamma_{X_i, X_j}(\omega) \} = -\sin \left( \frac{\omega \cos(\theta)d}{c} \right) \]

where \( d \) denotes the microphone distance, \( \theta \) the angle of arrival, and \( c \) the speed of sound. The noise reduction performance of the sidelobe path reaches infinity at all frequencies.

2.3.2. Incoherent Noise Field

The coherence in the incoherent noise field is zero at all frequencies. This may be caused by sensor noise, for example. In this case the noise reduction performance is zero dB at all frequencies.

2.3.3. Diffuse Noise Field

In a diffuse noise field the coherence is real valued only and given by

\[ Re \{ \Gamma_{X_i, X_j}(\omega) \} = \sin \left( \frac{\omega c}{ ud } \right) \]

\[ Im \{ \Gamma_{X_i, X_j}(\omega) \} = 0 \]

This noise field is a good approximation of noise fields in reverberant rooms with highly reflective walls, if the reverberation time \( \tau_{30} \) is larger than \( 300 \text{ms} \) and the noise sources in the room have no direct path to the microphone array. In this case the noise reduction performance depends only on the microphone distance \( d \), and the number of microphones \( N \). Figures 2 and 3 show an example of the noise reduction as function of the frequency for different distances \( d \) and different numbers \( N \) of microphones. We can see that the noise reduction performance is always \( > 1 \text{dB} \). For \( N = 2 \) the noise reduction is zero dB at all frequencies; an analysis can be found in [17].

3. Simulation Results

For the simulation we used the image method described by Allen and Berkley [18]. The simulated office room is \( 7 \text{m} \times 5 \text{m} \times 3.5 \text{m} \).

![Figure 2: Noise reduction performance in a diffuse noise field for different numbers of microphones (\( d = 5 \text{cm} \))](image)

The microphone array consists of five microphones in a distance of \( 5 \text{cm} \). The white gaussian noise source was placed at 30 degrees out of the look-direction in distances of \( 2.5 \text{m} \). Figure 4 shows the noise reduction as a function of the reverberation time \( \tau_{30} \). We can see that the GSC has a great potential for anechoic rooms. In contrast, for highly reverberant rooms the noise reduction is \( > 1 \text{dB} \). Similar results for implemented adaptive beamformers are given in [19]. The theoretical study of the GSC structure predicts exactly this behaviour. The noise reduction in the simulated noise field at \( \tau_{30} = 300 \text{ms} \) is only \( 1.2 \text{dB} \) above the theoretical noise reduction for a perfectly diffuse noise field.

4. Conclusion

Noise reduction with microphone arrays is one possibility to enhance degraded speech. A well-known solution is the generalized sidelobe canceller. In this study we gave the theoretical limits for this structure. The results show that the GSC is capable of suppressing noise in anechoic rooms, but it does not work well in reverberant environments. For the usage of the GSC for speech enhancement and broadband noise reduction we recommend to analyse the noise field first to decide whether the GSC is the right choice. An overview of possible alternative algorithms and their limits are given in [20, 17].
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Figure 3: Noise reduction performance in a diffuse noise field for different distances of microphones ($N = 5$)

Figure 4: Noise reduction performance as function of the reverberation time $\tau_{60}$ ($N = 5$, $d = 5cm$)


