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Abstract

Atros is an automatic speech recognition/understanding/translation system whose knowledge sources (acoustic models, lexical models, syntactic language models, semantic models and translation models) can be learnt automatically from training data by using similar techniques. The search process in Atros is performed through a Synchronous Beam Search technique.

In this paper, a faster version of Atros is presented and evaluated. This version supports improved acoustic and syntactical models. It also incorporates improved search algorithms to reduce and the computational requirements for decoding: Fast Phoneme Look-Ahead and Histogram Pruning. The system has been tested on a Spanish task of queries to a geographical database (with a vocabulary of 1,264 words). The best result achieved (in real time) was 7.10% of word error rate.

1 System overview

Optimal speech decoding based on a search process in an integrated network of different knowledge sources is a hard computational problem [1]. The Viterbi decoding is an efficient approach, but for real applications the required networks are very large, and the corresponding search process requires a lot of computational effort to achieve good performances. Developing efficient internal representations of the knowledge sources and efficient search algorithms are crucial to fast decode speech utterances.

Atros (Automatically Trainable Recognizer Of Speech) is an automatic speech recognizer that can be used for speech decoding into text, for speech understanding and for speech translation. The main characteristic of the system is the possibility that all knowledge sources (acoustic models, lexical models, syntactic language models, semantic models and translation models) can be learnt automatically from real data [2, 3, 4, 5, 6].

Atros is composed of two parts: the feature extraction module and the decoding module. The first module computes a sequence of feature vectors from the input speech signal. From this sequence, the second module computes an output in a search process on an implicit finite-state network that represents the integration of all the knowledge sources.

Typically, the feature extraction module produces a feature vector of 33 components (10 mel-cepstrum coefficients plus the energy and their first and second derivatives) every 10 msec.

As acoustic sublexical models, Atros supports Continuous Density Hidden Markov Models (CDHMMs), which have been trained with the HTK toolkit [7].

The lexical models are represented by stochastic finite-state networks whose transitions are labelled with phone-like models. The corresponding acoustic lexical models consist of word acoustic models which are obtained by the concatenation of acoustic sublexical models according to orthographic-phonetic rules.

General stochastic finite-state automata and n-grams can be used as syntactic language models. In both cases, the models can be learnt automatically from training sentences [8, 9], and can be smoothed with other n-grams. For speech understanding and speech translation, stochastic finite-state transducers are used. These models can be also learnt automatically from training pairs [3, 4, 5]. In any case, the acoustic lexical models are integrated in the finite-state structures that represent the input syntactic constraints modeled in the syntactic language models or in the finite-state semantic model or in the finite-state translation model.

For speech decoding, syntactic language models (n-grams or stochastic finite-state automata) are used and the decoding process returns the optimal sequence of words (sequence of lexical transition labels of the syntactic language model). For speech understanding and speech translation, finite-state transducers models are used and the search process returns the optimal sequence of meaning labels, in the first case, or the optimal sequence of output words (the output transition labels of the finite-state transducer associated to the most likely word sequence) in the second case.

The search for the most likely word sequence is approximated by the most likely state sequence in a net-
work that integrates the acoustic, lexical and syntactic (semantic or translation) models. This search process is performed by using the Viterbi algorithm together with an heuristic for pruning the less likely histories. This search strategy is known as Synchronous Beam Search [10].

All word models that correspond to transitions which leave from a particular state of the language model are represented as a prefix-tree (tree lexicon) [11]. The use of this internal representation in the Synchronous Beam Search and the possibility of using the language model probabilities in the tree as soon as possible (Language Model Look-Ahead) let to reduce the computational search time required without decreasing the system performance [2, 6].

The rest of the paper is organized as follows. Section 2 is devoted to the definition and training the acoustic models and language models respectively. The improved techniques to speed-up the search process are described in Section 3. Section 4 shows the experiments that have been carried out. Finally, some conclusions are mentioned in Section 5.

2 Acoustical, Lexical and Language models

2.1 Acoustical and Lexical models

Context-independent phones were modeled through CDHMMs. The emission probability of each state is represented by a Gaussian mixture density with diagonal covariance matrix. ATROS compute the emission probability density values at each state as the highest probability density value from all of the Gaussian emission of the mixtures. This type of computation allows us to use minus-log values of the probabilities and probability densities, and consequently, the computation of a maximum operator presents a lower computational cost than the addition operator. Each model had three states without skip transitions. The lexical models are composed by the concatenation of sublexical models to form word acoustic models.

The acoustic models were trained with the following acoustic material: the overall training database gathers 1,529 utterances from 57 speakers (which accounts for nearly 470,000 acoustic frames and 55,000 phonetic units).

The acoustic CDHMM were trained by using the Baum-Welch algorithm of the HTK toolkit [7] from training data parameterized into sequences of cepstral coefficients and energy (and their first and second derivatives) by the ATROS system. Context-independent phone-like units were used, 28 units in total (including initial, middle and final silences), which were defined previously. Models of monophones with 16, 32 and 64 mixtures per state were evaluated. Table 1 shows the total number of mixtures for each type of model.

Table 1: Number of total mixtures for phone-like units.

<table>
<thead>
<tr>
<th>Sublexical units</th>
<th>Number of units</th>
<th>Maximum mixtures per state</th>
<th>Total number of mixtures</th>
</tr>
</thead>
<tbody>
<tr>
<td>phones</td>
<td>27</td>
<td>16</td>
<td>1,344</td>
</tr>
<tr>
<td>phones</td>
<td>27</td>
<td>32</td>
<td>2,687</td>
</tr>
<tr>
<td>phones</td>
<td>27</td>
<td>64</td>
<td>5,362</td>
</tr>
</tbody>
</table>

2.2 Language model

A trigram model was estimated with the second version of the Stochastic Language Model Toolkit [12]. The training set used for the estimation of the language model consisted of 8,221 written sentences (78,200 Words) of Queries to a Spanish Geographic information Database (GDQ) [13], with a vocabulary of 1,264 words. A test set of 1,138 different written sentences (11,200 Words) was used to measure the perplexity of the obtained model. The perplexity of the test set with the trigram model was 10.22.

3 Speed-up techniques

3.1 Fast Phoneme Look-Ahead

The Fast Phoneme Look-Ahead technique [14] has been incorporated in ATROS in order to reduce the number of hypotheses which are considered in the search process and, consequently, to reduce the search time. The main idea of the Fast Phoneme Look-Ahead consists of determining whether every new phoneme model which is going to be started is likely to survive pruning steps in the future. This is decided by computing an approximate score (look-ahead score) using a simpler phoneme model (look-ahead model) and some future time frames (look-ahead buffer). Several hypotheses could continue with the same phoneme model and therefore this computation should only have to be carried out once. The look-ahead score is combined with the exact score of the predecessor phoneme model and the phoneme is started only if this new value is over a certain threshold (look-ahead threshold) in way similar to the beam search. If the phoneme model is started, then the exact score is computed. This means that the optimal path can be pruned and only a suboptimal solution may be achieved.

The fast look-ahead scores are computed for every time frame not by using the exact phoneme models, but rather by using a simpler one in order to reduce the amount of computation. In ATROS, the
look-ahead models had three states (the same as the exact phoneme models) and a few densities in each state. These models were also trained by using the HTK toolkit.

The performance of the system depends on how well all the tuning parameters are adjusted. In the current system this adjustment is made by comprehensive experimental work [15].

### 3.2 Histogram Pruning

In the Viterbi beam search approach, only the hypotheses whose scores are relatively close to the best hypothesis are considered. The beam width is fixed through a predefined pruning threshold.

In the decoding experiments, peaks of active hypotheses that were several orders of magnitude higher than the average number of active hypotheses were observed. **Histogram Pruning** [16] is a technique that allows setting an upper limit to the number of active hypotheses. By using a histogram of the hypotheses scores, the pruning threshold could be decreased in order to keep the number of active hypotheses below this limit.

We introduce this technique through an efficient implementation with negligible overhead. This implementation allowed us to obviate a second pass through the data structure that keeps the active hypotheses. The additional pruning of the active hypotheses in a frame is carried out in the next input frame: only hypotheses whose scores were over the previous histogram pruning threshold were analyzed.

### 4 Evaluation of the fast version of the system

In this section, we present some experiments that were carried out to evaluate the performance of the two fast versions of the system. The task was the GDQ (previously described) with a vocabulary of 1,264 words.

The performance of the system was measured on a test set which consisted of 600 utterances from 12 speakers (200 different sentences, 5,655 words) from the GDQ application task [13]. Note that the GDQ database and the utterances used to train the acoustic models were independent with respect to the speakers, the text and the task.

To evaluate the performance of the system, we matched each decoded utterance against the correct transcription of the sentence (in terms of a sequence of words). Then, the word-error rate (wer) was calculated.

For each experiment, we show the obtained word-error rate and a measure of the consumed time, given by the number of seconds which were necessary to process one hundred frames (equivalent to approximately real time). All the experiments were performed on a SGI2 workstation R10000 with 384 MB of RAM.

Different beam-search and grammar-scale factors were proved and the best results for each type of acoustic unit without any speed-up technique and with Fast-Phoneme Look-Ahead and Histogram Pruning techniques are shown in Table 2. As can be seen from the obtained results, better performance was obtained using the 32-gaussian models. It can be pointed out that Histogram Pruning clearly outperforms the Fast-Phoneme Look-Ahead technique in all cases (with a wer of 7.10% versus 8.96% in real time with the 32-gaussian models).

### Table 2: The word-error rate (wer) obtained for the test set along with the real time factor (rtf) is shown. The sublexical units and the maximum number of mixtures per state are shown in the first and second column, and the speed-up technique in the third column (none, FLA: fast look-ahead, HP: histogram pruning).

<table>
<thead>
<tr>
<th>Sublexical units</th>
<th>Speed-up technique</th>
<th>wer</th>
<th>rtf</th>
</tr>
</thead>
<tbody>
<tr>
<td>phones (16)</td>
<td>–</td>
<td>8.00</td>
<td>48.5</td>
</tr>
<tr>
<td>phones (16)</td>
<td>FLA</td>
<td>10.27</td>
<td>0.8</td>
</tr>
<tr>
<td>phones (16)</td>
<td>HP</td>
<td>8.23</td>
<td>0.7</td>
</tr>
<tr>
<td>phones (32)</td>
<td>–</td>
<td>6.93</td>
<td>49.4</td>
</tr>
<tr>
<td>phones (32)</td>
<td>FLA</td>
<td>8.96</td>
<td>1.1</td>
</tr>
<tr>
<td>phones (32)</td>
<td>HP</td>
<td>7.10</td>
<td>1.2</td>
</tr>
<tr>
<td>phones (64)</td>
<td>–</td>
<td>7.08</td>
<td>48.3</td>
</tr>
<tr>
<td>phones (64)</td>
<td>FLA</td>
<td>9.65</td>
<td>1.8</td>
</tr>
<tr>
<td>phones (64)</td>
<td>HP</td>
<td>7.33</td>
<td>2.0</td>
</tr>
</tbody>
</table>

### 5 Summary

In conclusion, both Fast-Phoneme Look-Ahead and Histogram Pruning in the ATROS system have allowed us to significantly reduce the search effort without producing a significant increase in word error rate. Consequently, these techniques allow us to use more powerful and computationally expensive models and/or wider beams. Histogram Pruning, in particular, works much better than Fast-Phoneme Look-Ahead. The best result achieved (in real time) with this speed-up technique was 7.10% of the word error rate for the GDQ task.

Finally, we expect to significantly improve the performance of the system by using both speed-up techniques together. In addition, we are training triphones by using decision-tree techniques in order to improve the acoustic models. We also plan to use a
category-based trigram language model (that is, clustering the words into categories by domain knowledge; for the GDQ task, categories such as rivers, mountains, seas, etc) [13].
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